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Motivation and introduction:
Ø DNNs are vulnerable against adversarial examples, which are 

generated by adding human-imperceptible perturbations upon clean 
examples to deliberately cause misclassification.

Ø Current defenses to adversarial examples
l Adversarial training methods are effective, yet cause added training 

overheads and undermine the predictive performance on clean data.
l Adversarial detection methods detect the adversarial examples ahead of 

decision making, yet are usually developed for specific tasks or attacks, 
thus lack the flexibility to effectively generalize to other tasks or attacks.

• Key insight: think of adversarial examples as a special kind of out-of-
distribution (OOD) data, and proceed in a Bayesian way.
– Bayesian neural networks (BNNs) are as flexible as DNNs for data fitting

in various tasks, and the epistemic uncertainty yielded by them suffices for
detecting heterogeneous OOD/adversarial data in principle.

– Yet, current BNN methods may be less effective in predictive performance,
hard to implement, and expensive to train.

• The solution: LiBRe -- Lightweight Bayesian Refinement:
Given a pre-trained task-dependent DNN
1. LiBRe converts its last few layers (e.g. the last ResBlock) to be Bayesian.
2. LiBRe inherits the pre-trained parameters.
3. LiBRe launches several-round adversarial detection-oriented fine-tuning.

Lightweight Bayesian Refinement:
Ø A BNN is specified by a parameter prior 𝑝(𝑤) and a data likelihood

𝑝(𝐷|𝑤). We concern the posterior 𝑝(𝑤|𝐷). 𝐷 = 𝐷! !"#
$ .

Ø Variational BNNs have shown promise recently. They use a variational
q(𝑤|𝜃) to approximate 𝑝(𝑤|𝐷) by maximizing ELBO:
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Ø Quantifying epistemic uncertainty by softmax variance is not universal (e.g.
regression), so we adopt the predictive variance of hidden feature:
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(𝑧 $ is the hidden feature under 𝑤 ! ).

Ø Partial Bayesian treatment: Few-lAyer Deep Ensemble (FADE)
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– 𝑤/: parameters of tiny Bayesian sub-module; 𝑤0/: the deterministic ones.
– FADE conjoins the expressiveness of deep ensemble [Lakshminarayanan et al.,

2017] and the efficiency of last-layer Bayesian learning [Kristiadi et al., 2020].
– A mixture of deltas is a singular approximating distribution, so we indeed

relax 𝑞 𝑤 𝜃 as a mixture of Gaussians with small variance to estimate
𝐾𝐿(𝑞(𝑤|𝜃)||𝑝(𝑤)).

Ø ELBO maximization by stochastic variational inference (SVI)
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– Exemplar reparameterization for variance reduction:
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Ø Adversarial example free uncertainty correction
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– H𝑧'
.!,% refers to the feature of ith training instances with uniform input

perturbations under parameter sample 𝑤(.!,%) = {𝑤/
.!,% , 𝑤0/

1 }.

Ø Efficient training by refining pre-trained DNNs; efficient inference
by parallel computing

Results:
Ø We perform Bayesian fine-tuning for only 6 epochs on ImageNet.
Ø LiBRe preserves non-degraded accuracy while demonstrating 

near-perfect capacity of detecting adversarial examples.

Ø LiBRe can be easily applied to face recognition & object detection.

Conclusion
Ø Empowered by the task and attack agnostic modeling under 

Bayes principle, LiBRe can endow a variety of pre-trained task
dependent DNNs with the ability of defending heterogeneous 
adversarial attacks at a low cost.
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Ø We build the FADE variational and adopt the 
pretraining & fine-tuning workflow to boost the 
effectiveness and efficiency.

Ø We provide a novel insight to realise adversarial 
detection-oriented uncertainty quantification
without inefficiently crafting adversarial examples.


