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Introduction

q Observation: aligning the marginal is not enough in practice!

diverse modes different class imbalance ratios

• The classification data naturally presents a class-conditional multi-modal
structure owing to the semantic similarity of samples from the same class.

• Existing methods aligning the marginal distributions while ignoring the
class-conditional structures cannot perform well in challenging cases.

Theoretical insight

q SVHN-MNIST-USPS task
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Conclusion
q We propose CAT to exploit the class-conditional structu-

res for effective adaptation in deep UDA.
q CAT is compatible to most existing UDA methods.
q CAT establishes new state-of-the-art baselines on a range

of benchmarks.

q Deep learning methods have shown promise in unsupervised domain
adaptation (UDA), which aims to leverage a labeled source domain to learn
a classifier for the unlabeled target domain with a different distribution.

Experiments
q Imbalanced SVHN-MNIST-USPS (synthetic task)
Ø A challenging 2-class classification task: the source domains have 10 : 1 ratio

of class imbalance while the target domains have 1 : 10.

n The target error of classifier h has this bound [Ben-David et al., 2010].
n !"($%, $") could be large if the class-conditional structures, which determine
the labeling functions, are not aligned, leading to unsatisfactory bound of !"(ℎ).

Methodology

q Marginal distribution alignment:
1. Adversarial training [Tzeng et al., 2017; Ganin & Lempitsky, 2015]:
min
,
max
/

01 2%, 3%; 5 + 7 89~;< log c A B; 5 ; C + 89~;D log 1 − G A B; 5 ; C

2. Kernelized training [Long et al., 2015]:
min
,
01 2%, 3%; 5 + 7MMD(A 2%; 5 , A(2"; 5))

q Overall objective:
min
,
01 +7(0J + 0K)

where 7 is a coefficient.

q Build a teacher classifier to
annotate the target samples:

• Π model [Laine & Aila, 2016]
• Temporal ensemble [Laine & Aila, 2016]
q Discriminative clustering loss MN:
• 0J 2%, 2" = 0J 2% + 0J 2"
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P
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• Concentrates features from the same class and separates features from different
classes.
q Cluster alignment loss M\:
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P

]
^

_`P

]
∥ b%,_ − b",_ ∥c

c

• b%,_ =
P

|;<,d|
^

9<
e∈;<,d

A(B%
T) , b",_ =

P

|;D,d|
^

9D
e∈;D,d

A(B"
T)

• Works in a conditional feature matching way [Salimans et al., 2016], and can
match the conditional distributions across domains theoretically.
q Our method can be integrated into any marginal distribution
alignment method when domains have analogous marginal distributions.
• RevGrad+CAT: min

,
max
/

01 2%, 3%; 5 + 7g

h

89~;< log c A B; 5 ; C +

89~;D log 1 − G A B; 5 ; C + 0J + 0i

• Theoretical guarantee [Ben-David et al., 2010]: minimizing the divergence
between the marginal distributions in the learned feature space is beneficial
to reduce the classifier’s error on target domain.

q Motivation: incorporating the fine-grained class-conditional structure

• Previous works (Shi & Sha, 2012; Pang et al., 2018) have validated that
utilizing the class-conditional structure of data is beneficial in various tasks.

• In particular, matching the class-conditional structure in UDA enhances the
discriminative power of the learned domain-invariant feature space and is
compatible to the marginal distribution alignment methods.

(a) RevGrad

(b) rRevGrad
+CAT


