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INTRODUCTION
Understanding collective behaviors in crowd scenes has

a wide range of applications in video surveillance and
crowd management [3]. It has the following challenges:

• Crowd spatio-temporal behavior patterns behave
abundantly nonlinear dynamics, such as limit cycles,
quasi-period and even chaos.

• Collective effect (or coherent motion), e.g. pedestri-
ans in crowds tend to form coherent groups by align-
ing with other neighbors.

CONTRIBUTIONS
We propose to explore the crowd dynamics with a coher-

ent Long Short Term Memory (LSTM) architecture [4]. Our
main contributions are:

• We propose to investigate the crowd dynamics with a
stacked LSTM model, such that the complex and non-
linear crowd motion patterns are well captured;

• To consider the collective properties in crowd motion
patterns, we propose to improve LSTM by introducing
a coherent regularization which encourages a consis-
tent spatio-temporal hidden feature;

• We adopt the hidden features learnt from the coher-
ent LSTM to critical tasks in crowd scene analysis, in-
cluding future path prediction, group state estima-
tion, and crowd behavior classification.
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MODEL CROWD MOTIONS
We use LSTM to model the crowd dynamic. Each LSTM

unit has a cell state ct which preserves the information.
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Update the cell state by incorporating with its neighbor-
ing agents by a coherent regularization as

ct = ft � ct−1 +
∑
j∈N

λj(t)f
j
t � cjt−1

+ it � tanh(Wxcxt +Whcht−1 + bc) (1)

COHERENT MOTION
We use the coherent filtering [2] to detect coherent

groups.

The dependency coefficient between the ith and jth track-
lets in Eq. (1) is defined as

λj(t) =
1

Zi
exp

(
τj(t)− 1

2σ2

)
∈ (0, 1], (2)

and τj(t) is:

τj(t) =
vi(t) · vj(t)

‖vi(t)‖‖vj(t)‖
(3)

CLSTM FRAMEWORK
To learn an informative representation, we take the

"encoder-decoder" approach [1].
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RESULTS

Experiments are conducted on CUHK dataset. Sample
results of path forecasting are demonstrated in the figure
above. In Table 1, we report the prediction error measured
by average pixel distance.

We train a softmax classifier using the hidden features
learnt by our cLSTM, and then implement the group state
estimation and crowd video classification.

(a) Collective  Transition

(e) Coherent LSTM(d) Un-coherent LSTM

(b) Prediction LSTM (c) Reconstruction LSTM

CONCLUSION
• A novel recurrent neural network with coherent long

short term memory unit;

• Introduce a coherent regularization to consider the
collective properties;

• Outperform other methods in group state estimation
and crowd video classification.


