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Adversarial examples in computer vision 

(Dong et al. CVPR 2018)



Not only in computer vision 

BERT model (Jin et al. AAAI 2020) GNN model (Dai et al. ICML 2018)

Reinforcement Learning (Lin et al. IJCAI 2017) Audio (Carlini and Wagner. S&P 2018)

……
Recommend System,

LIDAR,



Becoming a popular research topic 

Title involves

‘attack’: 961 papers
‘defense/defend’: 332 papers
‘adversarial training’: 141 papers
‘certify/certified…’: 71 papers
………

From https://nicholas.carlini.com/writing/2019/all-adversarial-example-papers



Bag of Tricks for Adversarial Training
Tianyu Pang, Xiao Yang, Yinpeng Dong, Hang Su, and Jun Zhu

ICLR 2021

Code: https://github.com/P2333/Bag-of-Tricks-for-AT



Where we converged after so many efforts (w.r.t. defenses)?

Adversarial Training (+ blablabla)
• practically works well, able to defend adaptive attacks (to some extent)
• occupies top solutions in different adversarial competitions
• computation can be reduced by one-step adv (FastAT) or reuse compute. (FreeAT)
• recent work of positively applying AT on traditional tasks

Certified Defense
• provide quantitative bounds for certified robustness
• requires convex approximations
• promising but practically less effective than AT (fortunately they could be compatible)
• point-wise certification (is not that certified), can maliciously craft low-bound test sets



Milestones of adversarial training frameworks (2014-2019)

FGSM-AT
Seminal work of AT

(Goodfellow et al. 2014)

BIM-AT
Can defend multi-step attacks

(Kurakin et al. 2016)

PGD-AT
Propose min-max framework for AT

(Madry et al. 2018)

TRADES
Winner of NeurIPS 2019 Adversarial Competition

(Zhang et al. 2019)



What happened in 2020?

Rice et al. (ICML 2020) find that simply early stopping the training
process of PGD-AT can attain the gains from almost all the previously
proposed improvements, including the state-of-the-art TRADES.

• TRADES also applied early stopping
by decaying learning rate at 75th
epoch and used the checkpoint of
76th epoch.

(From Rice et al.)



What happened in 2020?

Gowal et al. (2020) find that TRADES actually performs better than PGD-AT

(From Gowal et al.)



What happened in 2020?

Gowal et al. (2020) find that TRADES actually performs better than PGD-AT

(From Gowal et al.)

Paradox???

Zhang et al. (2018): TRADES performs better than PGD-AT
Rice et al. (2020): PGD-AT performs better than TRADES
Gowal et al. (2020): TRADES performs better than PGD-AT



Who is wrong? Nobody

Zhang et al. (2018):
TRADES (weight decay 2×10!") 
PGD-AT (weight decay 2×10!") 

Rice et al. (2020):
TRADES (weight decay 2×10!") 
PGD-AT (weight decay 5×10!") 

Gowal et al. (2020):
TRADES (weight decay 5×10!") 
PGD-AT (weight decay 5×10!") 

Slightly different values of
weight decay can lead to
largely different conclusions
in the adversarial setting!

Overlooked training settings
could affect our evaluations
on the defenses, especially
in public benchmarks.



Training settings in previous work are highly inconsistent



Early stopping adversarial intensity

• Improved clean accuracy and faster training
• The performance under the stronger AutoAttack is degraded.



Warmup w.r.t. learning rate or perturbation

• The effects of warmup are not significant



Batch size

• Larger batch size may not be better
• Linear scaling rule for learning rate 

is beneficial



Mode for batch normalization when computing PGD 

• Eval BN mode (used in TRADES) lead to higher clean accuracy while keeping 
similar robust accuracy, compared to train BN mode (used in PGD-AT)



Label smoothing



Label smoothing

• Moderate label smoothing (LS=0.1~0.2) 
combined with adversarial training can 
improve robustness.

• Excessive label smoothing (LS>0.4) could 
degrade robustness.

• Can be treated as a confidence calibration, 
according to the 80%~85% clean accuracy 
of adversarially trained models.



Optimizer

• SGD momentum is good enough



Weight decay



Weight decay



Weight decay



Model architecture

• Skip connections are helpful (but may require higher inference time)



Activation function

• Swish could perform better (Xie et al. 2020, Gowal et al. 2020)



Combined (PGD-AT)



Combined (TRADES)



Simply change the weight decay (TRADES)



Combined (FastAT and FreeAT)



Takeaways

• Adversarial training is more sensitive to these usually overlooked 
hyperparameters, compared to standard training.

• Standardize the basic training setting enables fairer benchmarks.

Code: https://github.com/P2333/Bag-of-Tricks-for-AT



Bottleneck of adversarial training

(From https://github.com/fra31/auto-attack)

Gowal et al. use TRADES:
• weight decay 5×10!"
• WRN-70-16 with Swish activation
• more data

Less significant improvement 
since 2018



How to bypass this bottleneck?

• Research routines of adversarial training and adversarial detection
are relatively independent in previous works. Incorporate the
rejection / detection module into the adversarially trained models.
(a new work public soon)

• Include test-time purification, by introducing auxiliary models or
tasks. Convert passive defenses into dynamic ones.
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Max-Mahalanobis Training
Part 1

(Max-Mahalanobis Linear Discriminant Analysis Networks)

Tianyu Pang, Chao Du, and Jun Zhu

ICML 2018

Code: https://github.com/P2333/Max-Mahalanobis-Training



• Paradigm of feed-forward deep nets

Non-linear 
Transformation

Linear 
Classifier

Input Output

Active area of research
(AlexNet; VGG nets; ResNets; 

GoogleNets; DenseNets;)

Much less active
(Softmax regression)

Motivation



Inspiration one: LDA is more efficient than LR

• Efron et al.(1975) show that if the input distributes as a mixture of 
Gaussian,  then linear discriminant analysis (LDA) is more efficient
than logistic regression (LR).

• However, in practice data points hardly distributes as a mixture of 
Gaussian in the input space.

LDA needs less training data than LR to obtain certain error rate



• Deep generative models (e.g., GANs) are successful.

Deep generative models

Simple Distribution
(Gaussian/Mixture of Gaussian)

Complex Distribution
(Data distribution)

DNN

Inspiration two: neural networks are powerful



• Deep generative models (e.g., GANs) are successful.

• The reverse direction should also be feasible.

Our Method
(MM-LDA networks)

Deep generative models

Simple Distribution
(Gaussian/Mixture of Gaussian)

Complex Distribution
(Data distribution)

DNN

Inspiration two: neural networks are powerful



Our method 

• Models the feature distribution in DNNs as a mixture of Gaussian.

• Applies LDA on the feature to make predictions.



• Wan et al. (CVPR 2018) also model the feature distribution as a 
mixture of Gaussian. However, they treat the Gaussian parameters 
(𝜇! and Σ) as extra trainable variables.

• We treat them as hyperparameters calculated by our algorithm, 
which can provide theoretical guarantee on the robustness. 

• The induced mixture of Gaussian model is named Max 
Mahalanobis Distribution (MMD).

How to treat the Gaussian parameters?



• Making the minimal Mahalanobis distance between two 
Gaussian components maximal.
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𝐑𝐁 ≈ 𝐑𝐁 = 𝟏
𝟐
min
!,%∈[(]

∆!,%,

Distributing as a MMD can maximize 𝐑𝐁. 

Theorem 1. The expectation of the distance 𝔼 𝑑#,% is a function of the Mahalanobis 
distance ∆#,% as

𝔼 𝑑!,# =
2
𝜋 exp −

∆!,#$

8 +
1
2∆!,# 1 − 2𝛷(−

∆!,#
2 )

where 𝛷 (.) is the normal cumulative distribution function.

Robustness w.r.t Gaussian parameters 



Can we further improve MMLDA?



Max-Mahalanobis Training
Part 2

(Rethinking Softmax Cross-Entropy Loss for Adversarial Robustness)

Tianyu Pang, Kun Xu, Yinpeng Dong, Chao Du, Ning Chen and Jun Zhu

ICLR 2020

Code: https://github.com/P2333/Max-Mahalanobis-Training



Motivation

The same dataset, e.g., CIFAR-10, which enables good standard accuracy 
may not suffice to train robust models.

(Schmidt et al. NeurIPS 2018)



Possible Solutions

• Introducing extra labeled data 
(Hendrycks et al. ICML 2019)

• Introducing extra unlabeled data 
(Alayrac et al. NeurIPS 2019; Carmon et al. NeurIPS 2019)



Possible Solutions

• Introducing extra labeled data 
(Hendrycks et al. ICML 2019)

• Introducing extra unlabeled data 
(Alayrac et al. NeurIPS 2019; Carmon et al. NeurIPS 2019)

• Our solution: Increase sample density to induce locally 
sufficient training data for robust learning



Sample Density

!""# ∈ %&, %& + ∆%
(low sample density)

!""# ∈ %*, %* + ∆%
(high sample density)

+,∗

!.#/ ∈ %&, %& + ∆%
(medium sample density)

!.#/ ∈ %*, %* + ∆%
(medium sample density)

SCE MMC

Learned features of training data with label 0
Prefixed feature center of label 0 in ℒ223

Contours of the objective loss (45 > 47, ∆4 is a small value)
Moving directions of learned features during training



Generalized Softmax Cross Entropy Loss (g-SCE loss)

We define g-SCE loss as

where                                                                     is the logits in quadratic form.

We note that the SCE loss is included in the family of g-SCE loss as

Including MMLDA



Induced Sample Density of g-SCE Loss



The ‘Curse’ of Softmax Function

• The softmax makes the loss value only depend on the relative relation among logits. 

• This causes indirect and unexpected supervisory signals on the learned features.



Our Method: Max-Mahalanobis Center (MMC) Loss

• No softmax normalization



Induced Sample Density of MMC Loss



Mini-batch 5/1000Mini-batch 20/1000Full-batch

Toy Demo on Faster Convergence

Center loss

MMC loss



Empirical Faster Convergence

0 5 10 15
0

10

20

30

40

50

60

70

Te
st

 e
rr

or
 ra

te
 (%

)

Training time (hours)

0 0.5 1 1.5 2
0

5

10

15

20

25

SCE

MMC-10

AT (SCE)

AT (MMC-10)
AT (MMC-100)

MMC-100

Center MMLDA

L-GM



White-box Robustness (Adaptive Attacks)

CIFAR-10
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Improving Adversarial Robustness via 
Promoting Ensemble Diversity

Tianyu Pang, Kun Xu, Chao Du, Ning Chen, and Jun Zhu

ICML 2019

Code: https://github.com/P2333/Adaptive-Diversity-Promoting



Previous Defense Strategies

Enhanced ModelBase Model

Single model defense: 

e.g., adversarial training



Previous Defense Strategies

Member 1

Ensemble model defense: 

Member 2 Member 3



Previous Defense Strategies

Member 1

Ensemble model defense: 

Member 2 Member 3

Clean input

Bus Bus Bus



Previous Defense Strategies

Member 1

Ensemble model defense: 

Member 2 Member 3

Adversarial input

Cat Cat Cat



Our Strategy

Member 1

Training ensembles with diversity: 

Member 2 Member 3



Our Strategy

Member 1

Training ensembles with diversity: 

Member 2 Member 3

Adversarial input

Bus BusCat



Adaptive Diversity Promoting
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• Promoting diversity on 
non-maximal predictions



Adaptive Diversity Promoting
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• Promoting diversity on 
non-maximal predictions

correspond to all potentially 
wrong labels returned for 
the adversarial examples



Formulas of ADP

Based on the intuitive insights, we define the ensemble diversity as

where                                                                are normalized non-maximal prediction.
This definition is based on the fact that 



Formulas of ADP

So the ADP regularizer is 



Formulas of ADP

So the ADP regularizer is 



Formulas of ADP

So the ADP regularizer is 



Formulas of ADP

So the ADP regularizer is 



Experiments

Adversarial transferability among individual members of ensembles



Towards Robust Detection of Adversarial Examples

Tianyu Pang, Chao Du, Yinpeng Dong, and Jun Zhu

NeurIPS 2018

Code: https://github.com/P2333/Reverse-Cross-Entropy



We Detect Adversarial Examples, and How?

Design new detectors:

• Kernel density detector (Feinman et al. 2017)
• LID detector (Ma et al. ICLR 2018) 
• ……



We Detect Adversarial Examples, and How?

Design new detectors:

• Kernel density detector (Feinman et al. 2017)
• LID detector (Ma et al. ICLR 2018) 
• ……

Train the models to better collaborate with existing detectors



Reverse Cross Entropy
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The RCE Training Method

Phase 1: Reverse Training
Training the model by minimizing the RCE loss

Phase 2: Reverse Logits
Negating the logits fed to the softmax layer to give predictions



Theoretical Analysis

Property 1: Consistent and Unbiased
When the training error 𝜶⟶ 𝟎, the prediction tends to the one-hot label 

Property 2: Tighter Bound
The difference between any two non-maximal elements decreases as 𝚶(𝜶𝟐)



The Insights of RCE Training

We first define the non-maximal entropy (non-ME) as:

nonME x = −.
#'(

/𝐹 𝑥 # log /𝐹 𝑥 # ,

where /𝐹 𝑥 # is the normalized non-maximal predictions.



The Insights of RCE Training

We first define the non-maximal entropy (non-ME) as:

nonME x = −.
#'(

/𝐹 𝑥 # log /𝐹 𝑥 # ,

where /𝐹 𝑥 # is the normalized non-maximal predictions.

RCE training encourages the maximal prediction to tend to 1, 
while maximizing the non-ME.



The Insights of RCE Training
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Adversarial
input z1

Adversarial
input z2

C

The left plot is the decision domain in 2-
d feature space for 3 classes (each class 
with one color)



The Insights of RCE Training

Original
input z0

Decision
boundary

Isoline of
non-ME=t 

Decision
boundary

Decision
boundary

Isoline of
non-ME=t 

Isoline of
non-ME=t 

Adversarial
input z1

Adversarial
input z2

C When the non-ME of the returned 
predictions are maximized, the learned 
features for each class with tend to 
locate near the black dash lines, where 
the points on the dash lines have the 
maximal non-ME. 

The left plot is the decision domain in 2-
d feature space for 3 classes (each class 
with one color)



The Insights of RCE Training

Original
input z0
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Then if an adversary want to craft an 
adversarial example based on 𝒛𝟎, he has 
to move further to 𝒛𝟐 rather than 𝒛𝟏 to 
obtain a normal value of non-ME.



The Insights of RCE Training

In practice, the learned low-dimensional feature distributions by RCE make it 
more difficult to craft an adversarial examples with normal values of non-ME.

Detector allowable region

Normal examples
Adversarial examples that succeed to fool detector

CE

Adversarial examples that fail to fool detector

RCE

Detector allowable region

Detector allowable region

Detector allowable region



Experiments

CE RCE

t-SNE visualization of learned features on CIFAR-10



Experiments

AUC-scores (𝟏𝟎!𝟐) on adversarial examples



Thanks
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