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However, higher order derivatives in deep learning is 
computational expensive:

Energy-based model is flexible:
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And can be trained by Score Matching (SM):
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We propose using Finite Difference (FD) to approximate 
higher derivatives.

Methodology
There existing a set of coefficients 𝛾( ()*:,-* and 
𝛽( ()*:,-*, such that:

The 1st order and 2nd order derivatives is given as:

And the corresponding FD-SSM objective function is:

Our contributions:

l An approximation of higher order derivatives with 
linear time and memory complexity

l With theoretical guaranteed consistency
l Accelerate score matching method

Experimental Results
FD-SM on deep EBM: Out-of-distribution Detection

Deep EBM on MNIST: Consistent performance with better 
time & memory usage

Generated results of deep EBM

Learning curve of FD-SM vs. SM

Primary Contacts: Tianyu Pang (pty17@mails.tsinghua.edu.cn), Kun Xu (kunxu.thu@gmail.com); Code: https://github.com/taufikxu/FD-ScoreMatching

Efficient Learning of Generative Models via Finite-Difference Score Matching


