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1 Introduction

AR AEAARTE BRI R A T, 76 Qwen3-1.7B #5841l
O A A Ty R RS FE R B DA K AE nanovllm B ) nt R 80, Ff i
torchao ¥HAEZ(H | SmoothQuant J7 ik EAL M MEFEE (prefilling).

2 Preliminaries

2.1 INT8/FP8 Sk it

INTS 5 FP8 #) 7z H T Hul LLM fyIIZRFERErh, ATRAYL, RibE
8BIT J& H il LLM [T serving HJEANLE . 75 FP8. MXFP Yffif4 3752
i, INT8/INT4 2 ¥R 2 M TR B TS r Bk =X, 1 et T4 2 401
1) INT 5% A 20260 LLM AU /S0E(E HAF], BV per-tensor
B INT b FEERIPERER % .

H I, V2 TAEFF R AR B Al , FEAE U TR kernel (1)
AN, FefTm2 AT LA 3] per-token YEALKLE . TTE Marlin, Jetfire DA
J DeepseekV3 J5, FEAER K 4E Yy H AT SR H Hi g E =AW
B

X T Deepseek V3 i, R4 FP8 S2fr FIFANTE 2170 4 B 1)
1t, BT Nvidia GPU [f) FP8 TensorCore ¥ Ada/Hopper k& A
8, Deepseek ISAE T 128 RiEERY K 4L k.
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2.2 TorchAO

TorchAO/2—4> Torch JFA& S FR ALK G . HAETEZFE A100, H100,
B200 % 5K F3CRR T int4, int8, float8 452 Fhiidiis Ui & 1k . %22 torchao
BRI, N Ay E ]

pip install ao

f#iJHl torchao X} huggingface #iA TR AL 2 X Config, H i FF
#) Config & XAF quant_api.py24H. PA Int8 WeightOnly A4k A1l

from torchao.quantization import quantize_, Int8WeightOnlyConfig

quantize_(model, Int8WeightOnlyConfig())

HALHPRLE (grannulity ) AT DA ASHOREER], AN R ) BT SO
HPRLEEAN ], SRS ISR T AFE quant_api.py 24757 . DA Int8 WeightOnly
RN, ARAENMEMBEL, 24T per-channel JAb. FRILZAL, B
AT AR L oy L AL, a2 groupsize H 2 AR/

from torchao.quantization import quantize_, Int8WeightOnlyConfig

quantize_(model, Int8WeightOnlyConfig(group_size=128))

Hoflfy, WA EHETT Weight A1 Activation £ Tnt8 §Hik, 75 EHEREARIA
i) Config:

from torchao.quantization import quantize_, \
Int8DynamicActivationInt8WeightConfig
quantize_(model, Int8DynamicActivationInt8WeightConfig())

2.3 SmoothQuant
SmoothQuant 2—Ff il FRIGFHAE PTQ FiE, FEATHIIZE
BREST, SEPRHEIE SACERR AR . HoAZ O B i ik
THEGEL, FEIEhRE (outliers) PRSI, M PGS
WIShSTER, SHER SR, 1F Transformer [ZMZEITR T, FKI14
y=zW,

Horbr o il W OB . s o R i e KA, AT
PAT IR R B AL & B AR R


https://github.com/pytorch/ao
https://github.com/pytorch/ao/blob/main/torchao/quantization/quant_api.py
https://arxiv.org/abs/2211.10438
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SmoothQuant 5[ A—E@EER LA T s, FHAP U FLEAE 02
e .
aW = (g) (Ws),

Hrp s B—1 ) SOl G RIS I B AR ) . AR RN AR R
i, (BSRREGS © RBIESTERE4E/)y, AT RIE B RS A s (]
B, AE Ws 12240 T DUl B E AL AT, IRZETTIE.

SmoothQuant JLFHFEFNZEI I HH (Zero-shot PTQ) , 1fif H.42 38
DT RE R ZE . fE TorchAO 2471, smoothquant.py L £ FEAR S HL T
SmoothQuant 12 % .

3 Task

3.1 HALKIEENA

FEF UG nanovllm S, FH H- &0k utils/quantization.py, iz
AN IF AT EAE T 55 AR L

GERRMET test. mmlu.py 5 test_ ppl.py M4 mmlu | 5 shots # ac-
curacy PA K wikitext [/ ppl. config 5 T linear dtype #1 weight quant_ fn,
AT PAIEREPERE A

o i weight only i) INT8/FP8 per-tensor Fl per-row(per-channel) &
XHEEELA S, ppl IS0, Ak BB 2 4 Rl 22 7

o Mz weight only f) INT8/FP8 A[a] group size R EALAEEE, INTS
1 FP8 XA/ EERAH [R5 ?

o (&R per-tensor / per-row / per-group mALTE RG LI HYE M, =
b/ R EAL A AT DA fuse B A K kernel 7
3.2 H ALK

FEFBHUUGH) nanovlim U, FHHE ML utils/quantization.py,
ANF AT YEAE N AE 55 T B

o fF RTX4090 iz INT8/FPS8 per-row quantization 7F5&FrfEH A AY
F:, X} prefilling F1 decoding 44 {14507


https://github.com/pytorch/ao/blob/main/torchao/quantization/smoothquant.py
https://github.com/guyan364/nano-vllm-hw3/tree/main
https://github.com/guyan364/nano-vllm-hw3/tree/main
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o EHIRREEEA KRS O Dy L TRVE , RTX4000 I int8 5 fp8 fH
RAHIR? A7
3.3 TorchAO

» 2% smoothquant.py SZIX Qwen2.5-1.5B [ Int8 #x() Weight £
Activation &AL HIAS .

o SLPI FP8 #&3 1 Weight F1 Activation ff) SmoothQuant AL A,

o L FP8 I Int8 PSR ALRIBIALRTE, W] A B e 45r
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