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AT AHERIERT E(CANLLER?

<+ BEEMHETTW, AX—RRIERIw] =1

* BE<w,Qw) >

<« BEREBRL: F5: <w,w>=|w|? =

2+ BEERE W, Q(w) -w>=TiL w;(Q(W) — wy)

<+ 88w, — w,BXIWiY, var[Q(w;) — w;]=0(s?)
< HACIRBREIR, Var[<w,Q(w)-w>] = XY, wis?

“ std[<w,Q(w)-w>] = s [[w|

» NEBFINRWERENFRE, Bwl* =3I, s* = Ns?
< FREAMSIELE= [wll?/s llwll = sqrt(N)

& Fillcossim(w, Q(w)) = 1 - 1/sqrt(N)
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AT AHERIERT E(CANLLER?

1
o ﬂB/A z]_—N_l/Z ~ 2N 4

% cos(a + B) = cos(a)cos(B) — sin(a)sin(B)

% 1ZN=10000

< Mcos(a + B) = cos(a) + 0.01cos(a) + 0.1sin(a)

< EaBR I RIBHERIE ST

Large Model Computing, Tsinghua University 2



[IEE: EEECASER (RERR)

Input ** Train-test gap

| > YIGHRERS: SREEHSRE
Hidden f——JCH —eac _

T + MRIREELS: BRI

<+ B EGRIEBREEHRERLS
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SRS

2 EEIG S R RMLES

r——733- -~ - =-=-== I
|
i g QGEMM | < [BIf: RAIERE
I
i H|dden ‘_mm > Grad ‘:’ Eﬁﬁ']: y — f(xll x2; ;xN)
_——— == |-- l
| & RE: dx,,dx,, .. dxy = fd I gy, . L g
» . 1) 2y niny N — YV, 7 6x2 y,...,axN y

Output |[«— —>| Grad
i ?ﬂ < edk: x e RP,y e R¢

& 2L x CHTRTTLLAERE
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BiF): W' =QW), X' =QX),Y =XxW'T
RME: dX' = @dy)W',dw' = (dY")X’

dX = dX' o Q'(X), dW = dW' - Q' (W)
. SHRNEERTA?

X wTt \Y W
Y vy X
D C D N D

D :- CHll N
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SEBE

* Q) BHEBEES

dX" o Q'(X)

<~ BEARFER (ARem-) , ABERFREDGRHANR, S(EETHFKIHE

- HEBHOERIE r 3 (.

Q(x)

l-f
oA
0 1 2
X

0
3\6

1) -

Q(x)

1)

< BERBER: AilhitEE(straight-through estimator) Q'(X) =1, dX =dX’

< BUHAR: X' = Q(clamp(X, min, max)),dX = dX' o I(min < X < max)

~ Bigl: HEMEEETESE, TR

+ BHiE2: BibC#X, xBFEEX
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Latent (master) weight and quantized weight

< BAMUCETEER, BRINIEERNE
< Latent weightgFP32

< Quantized weightA{KFSEINT8/INT4/FP4..

< BIMIEIE: latent weight&Ef¢/dquantized weight 2> 1tHforward

< RMAIEHE: 1THquantized weightBIEE > straight-throughZlllatent weight, BFRINE

“ Latent weightB\icis, BEAEAREHER, REETMAIEE

Large Model Computing, Tsinghua University 7



HithE s

< RMEET
> EigGigiEs, BESFNCENENE, SiclHEuE
< YGEEER?
> BUIER: SURINISGEIEERSETRIR (FR) S4EE
> BIETER: Fulg-S4RNI%- (E4R) BSHIE- (2R RL
> SERMEEARSTA: FulllSx-18SHE - RL- SRS
<« MEFIR or MIKEIRISFSEIRBIHIR?

< FMMRAIE?
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=307

< BitNet b1.58: {XNE3EEMN

< NVFP4 QAT: N E+EiE FP4ZE{L

Large Model Computing, Tsinghua University



IgEIhE: £S5/ (KBRS RSFEENS:/ FPailld.....

3 Matrix Multiplications:

Mot | . Z=XW', Vx=VzW, Vw=V;X,
: Hidden ' Grad i
B Sy | II] Quantized X: #token * #ichannel  input
@ : p MaMul W: #tichannel * #channel weight
Z: #itoken * #channel  output

Vy:  #token * #channel act. grad.
Viw: #channel * #channel wt. grad.

Large Model Computing, Tsinghua University 10



ZIEE: BEHEEI

~
S

g 701
S 10 1
e 8|
KA |
T T 24| |
Z=XW', Vx=VzW, Vw=V;X, | g
) .y 200
! 00057,?00 3000\ /100 @@‘\
by 4000 0

Activation (Original)

X wT V W Hard to quantize
£ vy X

D C C D N D

N: #tokens, D: input dimensionality, C: output dimensionality
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MER

o MEHIRIEE (training from scratch) : AEEREREP=M
» RELESEK
< (BREEMSR AN mE LR RS FH
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2=f5: DeepSeek FPS8

BUE: 1*128
WE: 128%128
BE: 1*128 (? )

Large Model Computing, Tsinghua University




FEEA

< BMEAEE, (BE(IMHRER LI
“p(x=1)=08px=0)=02E[x] =08

< FEINEA:

Quantization To quantize a high-precision (e.g., BF16) matrix to NVFP4, we need to compute the
8-bit scaling factor S for each group and 4-bit E2M1 value P; for each group element X;. For any group
of high-precision values {X;}1°,, we map each X, to a FP4 values as follows, where roundgp,s can be
deterministic or stochastic.

Pz' = roundpp4 (XZ/S) y Xi ~ Pi - S

We adopt Deterministic Rounding (Round-To-Nearest, RTN) in forward to minimize quantization error:

I'OundFP4,D($) = arg mianFP‘lValues{lm - Q|}
We use Stochastic Rounding [29] in backward to ensure unbiased estimation of gradients. For any
—6 < x < 6 we can find two consecutive FP4 values qq,q2 € FP4Values, such that ¢4 < z < g3. We
round z to either ¢; or go with probability:
a1, :L‘-}—E < Q1-;CI2
q2, otherwise

¢ ~ Uniform (_(12 —q1 42 — Q1)

d =
roundppy s () { 2 ' 9

Stochastic rounding is unbiased: E¢[roundpps s(z)] = .

Large Model Computing, Tsinghua University
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Theoretical Results

Fully Quantized Training

Quantization-Aware Training
(quantized gradient) FQT (exact graqispt)
SGD: @t é G)t—l _T]ﬁ@
\ 4 A
Theorem 1 (unbiased gradient g 9 @
{ & ) vV V. 4
FQT gradient is an unbiased gradient estimator F<”(ﬁ“‘“.@‘”),..'>f
@ "EE=E
of the QAT gradient. ! ¢ .
E[Von| = Vo . ; 4
. e of V V.o, 4
FQT converges to a stationary point of QAT FOEC,50) | -bﬁ
K(l)...:-‘
Theorem 2 (gradient variance) &
iy vy i
Var [@@] = Var [Ve]| + Z]E ZVar [vec(Qb(@H(z)))‘y(k’l) ’@H(l)] } g ‘
=1 k=1 v v I(l)
— \ . ] FORD, §O) : - »ﬁ

Minibatch samplingImpact of the /-th layer quantizerl

to the k-th layer parameter gradient

Chen, Jianfei, et al. "A statistical framework for low-bitwidth training of deep neura



Convergence Behavior

Theorem 2 (gradient variance)

L l
Var [@@] = Var [Ve]| + ZIE [Z Var [vcc(Qb(@H(l))),y(k:l) ’ @H(l)]]
=1 k=1

|_'_l | Y J

Minibatch sampling Impact of the /-th layer quantizer 1

to the k-th layer parameter gradient =0 (E) where B=2-11is the number of quant. bins
Sampling variance

10° 4

107" 4 If sampling variance dominates

mﬁé '///) - Less bits for free

Otherwise

Variance

1 less bit = 4x larger variance = 4x slower convergence

Bitwidth

Chen, Jianfei, et al. "A statistical framework for low-bitwidth training of deep neural networkd,& pg@cM@iurﬂWﬁnmo&si@gM@s Unj_za@p‘sﬁ'sty%. 16



BRR: S{CREIR

Z=XW' Vx=VzW, Vw = VX,

C=AB
- Activation X
- Forward pass: 1 token * 16 channels
- Backward pass: 16 tokens * 1 channel
A == - Weight W
B - Forward pass: 16 input * 1 output
- Backward pass: 1 input * 16 output
1 X
. backwar
Cij = AikBkj = SaSb(a, b) forwanrd d
k each block a with scale S,
each block b with scale Sy,

Large Model Computing, Tsinghua University
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- N

-_——-— - evious approach
_- T
- X |
7 : Quantize I
/// - ~ \16 token * 1 channel FP4 |
I/ N 16*1 l
’l S o I
II 2 . h
Our approac
'\ X ' 2 \
\ S Quantize J :
. S FP4 FP4
~ ~ = ~, 1 token * 16 channel Quantize /I
~ = 16 token * 1 channel V4
e e e el L erse rocel comuting, T DTS 18



What’s wrong with the previous approach?

Y = Qb (X) x Q) (W)

Previous approach (microscaling paper)
VxL = Qg’) (Vy L) X Q(4) (W) - 1*16 quantized activation
VwLl =QY (Vy£L)T) x Q¥ (X)

Computes forward pass for a model with

1*16 quantized weight

Computes gradient for another model with

Our approach 16*1 quantized activation

" : :
Y — CTJR X) x (m(VVT) 16*1 quantized weight

VxL = QY (Vv L) xQé‘“( S)(WT)T)

You are not training the model you actually use..

VwL = Q) (Vx£)) x QY (@9 (X))

Large Model Computing, Tsinghua University 19



What’s the bottleneck?

DeiT-T DeiT-S

Full Precision  63.73 73.33

Ql 6150  71.66
Q2 6277 7245
Q3 63.46 7297
Q4 6337  72.79
Q5 63.81  73.25
Q6 63.78  73.13

All Quantizers  59.75 71.03

Forward quantizers are the bottleneck..
Intuition:
- You only compute the forward pass once during inference

3ut you can compute the backward pass many times during training

Large Model Computing, Tsinghua University



OSCillat ion pr‘Oblem Epoch 30 Epoch 70 Epoch 90

M Latent Weight
Quant Thresholds

6000 -

4000 A

2000 -

3 4 -5 0 5
%) Latent weight w/S
e
o
g 3500 1 m Quant Confidence
T - 3000 - . .
i o More Confident Less Confident
- = 2500 A
cC -
- S
2 .
x 3 000
o —( 1500 l
14 £ 1000-
I=) 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0
9] QuantConf(w)
=
1= V\\/ ~ -
g v\\/\/
04 — T
T Y T T —0.755 -

0 1 2 3 0 100 200 300 400 500

* Iteration
X

e weight learns to swing around the criticaThmiqtiantized model keeps oscillating

the optimizatidhl“wiTTl® &L €6hiverge.. 2!



Dilemma

Keep doing something bad

Supervillain

Oscillating in between

Mediocre

*

Keep doing something good

Superhero

Large Model Computing, Tsinghua University
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Trained 60B Tokens Trained 100B Tokens

Trained 12B Tokens

LLM)IIEB =57

3x1072?)

—~
-~

LR

(

(LR=3x107%)

Latent Weight w/s

Trajectory of the Latent Weight (w/s)

-=--Quantization Threshold

0.251 A

S/

Trajectory of the FP4 Weight ([w/s])

90 100 110 120 130 140 150

80

T

70

T

30 40

20

10

I LT ]

0

0.5 1
0.0 -

[s/m]

step

723}
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Algorithm 2: OscillationSuppress(6, distys, distg, Tosci)

Input: 0: model parameters;
Tosci: oscillation risk threshold;

distas, distg: oscillation statistics.
Output: Modified parameters 6

for i-th Element w; in Quantized Parameters of 8 do
Calculate Osci-Risk: OsciRisk(w;) < distg(w;)/dist ar (w;);
if OsciRisk(w;) > Tosci then

// Reset it to the center of the bin,

N =

4 W; < WFp4,; - scale;

5 return 0;

// where wgpg; is the FP4 value and scale; is the scaling factor.

Large Model Computing, Tsinghua University
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SR

TRAIN PPL VALIDATION PPL
MEeTHODS \ OLMO02-SIZE 7T0M 150M 370M 7T0M 150M  370M
BF16 35.95 26.38 18.70 | 45.27 33.49 23.70
QUARTET 40.77  29.25 20.76 | 51.23 36.89 26.16
NVIDIA 40.50 29.18 20.75 | 50.94 36.73 26.20
TETRAJET-V2-BASE (OURS) | 39.26 28.39 20.23 | 49.33 35.88 25.50
TETRAJET-V2-FULL (OURS) | 38.08 27.58 19.89 | 47.75 34.95 25.11

Large Model Computing, Tsinghua University
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SR

—— Quartet
—— NVIDIA
%‘30 —-— TJ-v2-base
kD ---- TJ-v2-base+0C
§28 —— TJ-v2-base+0OC+OR
a BF16
C
RS,
©
T 26
p
24 -

258 50B 75B 100B 125B 150B 175B 200B
Tokens
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RUTRRILE

residual = x

X = norm(x)

gate = gate proj(x)
up = up_proj(x)

z = act_fn(gate) * up
down = down_proj(z)

y = residual + down

FFFPEYIESEY
SR ERREREEFP32
TEREN

residual = x
X = norm(x)

ax = Q(x)

gate = gate proj(qgx)

up = up_proj(gx)

z = act_fn(gate) * up :}_ act OETF

9z = Q(z)

down = down_proj(z)

y = residual + down

:I— norm_QEF

Large Model Computing, Tsinghua University
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BSERN vs TISEN

~ ENEFDARE: iTHmax; FahleEVEELSBILLiR

max = compute abs max(x)
scaled x = x / max * range # 127,
g X = cast_to 1lp(round(scaled x))

448...

<+ MR Eper-tensorEMY, EERMARERF

<~ BSEN: FSRERESRITRmax, HENEEBR

<+ TSEN: MiBTtEmax
< [R: HAEEREAS, HEBARIS
X 'IEI‘QE: ?%E:;HEE, +%¥Eﬂé=ﬂﬁﬁ.

+HSEEREEN-1T—E

<+ g B3R, MRTMSIEE, ROoMSELIMFEERIEAMISHDS....

Large Model Computing, Tsinghua Univers
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