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st

_ A100 H100 B200 RTX 4090 |RTX 5090

BF16 1000 2250 209.5

FP8 N/A 2000 (2x) 4500 (2x) 330 (2x) 419 (2x)
INTS 624 (2x) 2000 (2x) 4500 (2x) 660 (4x) 838 (4x)
INT4 1248 (4x) N/A N/A 1320 (8x) N/A

FP4 N/A N/A 9000 (4x) N/A 1676 (8x)

% BF16>FP4/INTA4: 4 ~ 8{ZE

% FP16>INT1: 16{ZEFETEPE
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{EFsELER

> IEEE 754

sign exponent (8 bits) fraction (23 bits)
| Il |
olof1|1[2|2[2|0l0]0l2|0[0|0O|0O|Of0O|O[O|O|0O|O|0O|Of0O|O[0O|0O|O|0O[O|0O| = 0.15625
31 30 23 22 (bit index) 0

<+ HEERR:
(=11 M)x2E-B FUEHE: EE2E)
(=D (0. M)x2~B) FERIHSILEL: ELT)
< ¥FFP32: B =127
< ffR: (01111100), = 124, (1.01), = 1.25, 1.25%x273 = 0.15625
o BRIMVEE: 2723%x27126 = 27119 & 1.4x107%

o RAEE: (2-2"23)x21%7 ~ 3.4%x1038

Large Model Computing, Tsinghua University



&y{F<8

BG__Em R ma b

FP32 1.2e-38 3.4e38
FP16 5 10 6e-8 65504
BF16 8 7 1.2e-38 3.4e38
FP8 (E5M2) 5 2 1.2e-38 5.7e4
FP8 (E4M3) 4 3 6.1e-5 448
FP4 2 1 0.5 6
INTS 0 7 128 ~ 127

INT4 0 3 -8 ~ 7

Large Model Computing, Tsinghua University 3



{EFEEI

HElD

< SfREAEMIBEEEREMERL?

BiExl:X = int(X)

< [ARE: AFEIEFHMBEEREKX

< 5Bf%EA: [-1le-3, +le-3] # 28 (i)

< $E04B: [-le+d, +le+4] # $£-1288k+127 (Lim)

< BRAFZE: FIBSBEF (scaling factor) HHIRKERNIETE

X
Q(X) = s, Xround (—) ~ X
S.X'

s, = max|X;;|/127, =€ [-127,+127]
ij x

Large Model Computing, Tsinghua University



SHSRENL

==y o o

X —> G X
, &— X

FP3 SR (FP32) INTS

<)

def quantize (X):
Sy = m{j-lxlxif| /127 def dequantize (s, X):

return s,,X

Large Model Computing, Tsinghua University



i CEREEE S

~ ~

X = s, X Y~=s,Y

XY ~ (5ySy)XY ShaE haE
ETPN i
=214 RE
def QGEMM(X, Y): ; "
sy, X=quantize(X) fRASE (S EREREE . fRABE
i

sy, Y=quantize(Y) A (TR)
EREIERTR (55)

return dequantize(s,s,,Z)

Large Model Computing, Tsinghua University



E=9) 115

< INEERERMTA?

for each i do
for each j do
z[i, j] = o > 2MN=E (accumulator)
for each k do
z[i, j] += in, k] * y[k, ?]

1
INT16

def QGEMM(X, Y):
S, X=quantize(X)

sy, Y=quantize(Y)
EREELR (5%)

return dequantize(s,s,,Z)

< JWFINTEIA, RIMSFIIAAINT32
<+ MFFPiAA, RNM=813/9FP32

Large Model Computing, Tsinghua University 7



KRB EL

<+ BEIRFESIAAI08E? WFE8M M=, s XZINEEREARRE. .
< IE (FR1T) BEE: NE=L. KVEl

< IhE (F17) FE/MiER: NE+HIEE, QkvEf

< IhE)IE:: NE+RGEHEBESW

<+ [FRKVEEFESEEFLH: KvEk

+ BRINE R SR/ SRR NS/ AR
& BHEKVEF RS : KV
+ BREIEE: HES

Large Model Computing, Tsinghua University



NEEE (post-training quantization)

- » EHSTEIGStEROERIRG NS/ S SR RUEMRE
| B HiERE

vaden R . mmERATE (AT (ST )

> B—EBRN/NEARHE Efk F—ERHAHE

> Bl ERABINAHE

> IREAERA.....

> MARBRIREEE? BIrER

> k0 (X) — XBEIM

> k0 (X)Q(Y) — XYRE/)

Large Model Computing, Tsinghua University



EmeHE

» TIFAKBRREEREA
> BAEEHEAFIIETHER 100003

Absolute Value

Round to zero
Huge information loss

channel /_\
001 [1.02 [0.16 [100 |10 0 o\ 104 |0
003 [031 [242 [300 |5 0 0 0 304 |8
Activation (Original)
032 [1.23 |1.63 [200 |6 0 0 0 200 |8 Hard to quantize
0.6 |1.53 [0.32 (400 |15 \o 0 0 400 |16
024 (213 [1.32 GJODS b\ 0 0 1000 |8
token

INT8 quantization: scales the largest element (1000) to +127
. . 1000
Resolution is o7 = 8

Large Model Computing, Tsinghua University 10



BRARL: HIDSEWK

» NYES, AED

& BRR:

et EREE, mEEL=EL

< BH: 195
<+ ZmE: 6495

+ RBEENNS, EERERASHESHES—H

~ AHESTIHIY: Z8YT
~ ARESTIID: SEELF

1.0 -

0.8 -

0.6 1

0.4 A

0.2

0.0 -

Quantized Gradient (PTQ)

106 |

—e— linear
—e— dynamic exponent

0.0 0.2 0.4 0.6 0.8

Large Model Computing, Tsinghua University
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fRRBER2: ikl

<+ SEHEET
% Y =XWT
< X: NiFljc * D4EE

< W: CEE * DHE

L0

Large Model Computing, Tsinghua University
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BRRAFR2: WHEFE

X wT
< FiRTda: Q(X) = diag(s,)X D c
> EEFs, € RY
N, ~ D
< ZBEIE: Q(W) = diag(s,)W

> YR Fs,, € RC
< FBFEIRIEQ (X)Q(W) = diag(s,) (XWT)diag(sy,)
< BE: ZATENHAELIEXRINERHE, AT AFAAZFEERIKRTEHIRSEHERZIN?

2+ Q(X) = Xdiag(s,), Q(X)Q(W) = (Xdiag(s,)W")diag(s,,)

< (Xdiag(sx)WT)ij = Zlk)=1 XikVij(Sx)k

+ HRFER: MRIAZATESEX, FLL; MREATILEW, K17

Large Model Computing, Tsinghua University 13



BRAPER2: WhiEE—3 R

“ XPREKRNA(n, d)RIR, BIRAX,., EEREFs;
< WRRARINA(d, c)RIR, BRAW,,, BEEFHt,
S MY;; = X1 (sinctiej) (XieWe;j)

« iHERE: 2REEME += REWN GREPIZZMR)

Jetfire: n=d=c=32

DeepSeekv3: n=1, d=c=128

Large Model Computing, Tsinghua University
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RAER2: MREGEN—A485% (microscaling)

MXFPEERST(: n=c=1, d=32
ZaniEF/IuEsme

MXFP8

MXFP6 (1EE[EFP8)

MXFP4 (GRE[EFP8)
NVFPEUEFSIL: n=c=1, d=16
TaniEF/E4M3

NVFP6 (GRE[EFP8)

NVFP4 (2 ~4xRIFP8)
Nvidia Blackwelli23z$F

NFE=LBRTBEHENER, BB

Microscaling Data Formats for
Deep Learning

Bita Darvish Rouhani* Ritchie Zhao Ankit More Mathew Hall Alireza Khodamoradi Summer Deng
Dhruv Choudhary Marius Cornea Eric Dellinger Kristof Denolf Stosic Dusan Venmugil Elango
Maximilian Golub Alexander Heinecke Phil James-Roxby Dharmesh Jani Gaurav Kolhe
Martin Langhammer AdaLi Levi Melnick Maral Mesmakhosroshahi Andres Rodriguez
Michael Schulte Rasoul Shafipour Lei Shao Michael Siu Pradeep Dubey Paulius Micikevicius
Maxim Naumov Colin Verrilli Ralph Wittig Doug Burger Eric Chung

Microsoft AMD Intel Meta NVIDIA Qualcomm Technologies Inc.

sREW, TRER

Large Model Computing, Tsinghua University 15



FRRIFZE3: hEtE—sSmoothQuant

~ FELM:

XWT =XPPTWT =~ Q(XP)Q(PTWT)
< AILAEHhFZ=EMEN
< SCHERILATEXHINE S E

Large Model Computing, Tsinghua University
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FRRIFZE3: hEtE—sSmoothQuant

outlier IX| |W|

« 10 0.1
E
k) low effective bits D C
-~
g AW
& 0
hard to quantize very easy to quantize
(a) Original D
smoothed |5(|mlg$te_gi:l culty |W|
=« 1 \7 1 N
(]
: V\/\N\N\/ \/\/\/WV\/
2
-
g
] . 0 .
easy to quantize easy to quantize
Migrate the quantization
o difficulty
Smooth
5 5
37 10 ‘] ‘]
s 10 ' .
g 8 3 3
L8 6
B t | 2 1 |
s 0| 4 y o ‘| p 2| s
o 1| < 51 ” /300 1 200001 | 20000
2 300 4 < ‘ 15000, o 15000
L p 0 - 7 /200 0 = p B 0 /15 >
0 2 Y /¢ 5 N :
;— "/ 200 0 1000 08 - & 1000 /10000 0 om0 ; 1000(_)\\0@
1000 2000 100 W@ 2()()()3000 / 100 {0 2()()()3000 5000 \\\, 30()03000 5000 \L
. ; 5 i g ¢, 4000 ’ \ Ve ~ ot
Gl 3000 4000 y ey 4000 5000 0 /,,,””0/ 5000 0 C /;(,,”,(’/ 4000 5000 0
e/ 5000 0
Activation (Original) Activation (SmoothQuant) Weight (Original) Weight (SmoothQuant)
Hard to quantize Easy to quantize Very easy to quantize Harder but still easy to quantize ty

L7/



BBRPDEE3: IEe—IRiiDTiR

< EEISG: x5BpE (Nx0) RBE—5IRK (o ~10000) , EftFIIIRI (0~1)
’:’ Ewiiﬁmtba:g{ﬁw@¥ 0.01 /1.02 |0.16 |100 10
~ BiES6: iIREJI0(ND)

0.03 |0.31 |2.42 |300 |5

032 |1.23 [1.63 |200 |6

o ‘gEJ%{‘B i;EﬁO(N)—%ﬁ1E§UZ:% MEEH Eﬂi’ﬁu 0.16 [1.53 |0.32 |400 |15
« (BEEASS ISR ERNE, MXLSEEES! o2 (213 132 (ys

< FENLSREEFREEEENSHE! + SHERSESHEAEERE? Ita?
<+ [RIESTH: BEHFINGEERIYERIEfS L
< IRZ=/J0(N/D)

» FRESHRESS, EEERMERENATE, HECETE, EREEERFER T

Large Model Computing, Tsinghua University 18



81X 5 (Hadamard ) 6%

Hﬁﬂg,l < MERRL: IGIADEEREHRIFRIESRPE: HH =1
Hy = 1 _1]’ _ < M2 1A DEMESpRBE N —RE, R4

Hye; = (+£1,+1,...,+1)/V/N

He=11 | 1 1« BEikxH 82— RSN, TEEHEMEN

1 -1 -1 1] s aREREREN AT S MIE, SHEH—N
< B0 (X) = round(XH)H

% JEREFEXW = XHHW ~ Q(XH)Q(HW)
> (AR IE T B EHE
> ISADTIRNATFIRLE, NPT

Large Model Computing, Tsinghua University



BBRPDEE3: IEe—IRiiDTiR

origin activation distribution activation distribution after
. hadamard transformation
10
10°
=) >
w - —
C 42 )
S 10 =
o S
10"
0
10 -5 0 5

=90 range

range

Large Model Computing, Tsinghua University



RRRPE4:

:I:;A*ﬁrg

XL 4

o E—FIXAEE, BHARTIREHESERE?

S IREHON27D)

0 ..
H
001 1102 |0.16 |100 |10 - 5 -
003 1031 |2.42 [300 |5 % -
' ' ' — [
101
032 1123 |1.63 |200 |6 I
[
0.16 |1.53 |0.32 |400 |15
151 !
024 1213 |1.32 f1000\/8 0 10
Channel

Large Model Computing, Tsinghua University



BRIETAIRS?

<+ REAINFPAELIE, XREZEMNEPRITKE]

Y Al — |

1T

€, |™ERIIFENKESNHERS

ik

<~ AEECERERICRIR, SHEARASHEEAXER

Large Model Computing, Tsinghua University

727



AIRBIS{EECEE

B XFTENER FEE
(KRB RE) FRIZREIRA



(UNEEL

o XWT =~ XowWh

<+ ZBEHHISEW/iEss/ REBESSMtrickiffRRR, MEEEENVFPABEIRKE I

<+ IRBEX, EaEd (Bfa?)

< iIBFHIT15GB / token (BWRFE: BANSH2FT)
+ HBIERT, MRITwTES, BiSiERES1008 / 15 =
<+ RAsbiHEN, BiFR4, EER4

GPU memory

Input

tokens :
GPU Chip
MOdel u

67 token/s

Output token

Large Model Computing, Tsinghua University
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NE+RlEE

<» SmoothQuantBJLASEMpertensorfWINTS AINTSZ={L

» BEIFEENVFPAIRETEK
< SVDQuant®JgERJLASEHINVFPAE(L, BEF=I

Large Model Computing, Tsinghua University
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Low-precision Attention

N x

** Attention mostly remain in FP/BF16

¢ Long context tasks: text summarization / video generation
sm1i: P = softmax(QK" /sqgrt(d))

¢ MM2: O = PV

% Goal: quantize Q, K, P, V

Add & Norm

Feed
Forward

A

Add & Norm

Multi-Head
Attention

At

MatMul
A

Large Model Computing, Tsinghua University
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Challenges

** Problem 1: QK has large bias

% Problem 2: the logits gK'" = large constant + (small per-dim variations)

¢ Problem 3: the probability P has many small quantities, but the overall

contribution is large

** Problem 4: Ada and Hopper’s FP8 tensor core only has 22-bit accumulator

< C(FP22) = C(FP22) + A(FP8)B(FP8)

|

i

Token

Token

Token
AARRREE AL s

e —

= :

= =t
SR -
Pt <
;»? .f.‘:f r§
st = ‘
st =i

Cﬁénnell Channel Channe

[ | [ |
210 208 -151 Tap -2
(b) QKV distribution in Unidiffuser

Large Model Computing, Tsinghua University



SageAttention

K

softmax(gK’) = softmax(gk’ + qAK") = softmax(qAK T)

Large Model Computing, Tsinghua Uni

Token
Token

Channel ~ Channel
-210 208 -151 147 -2 3

(b) QKV distribution in Unidiffuser

+ AK

+0.01*




Sa ge Attention Table 2: Average accuracy using different data
types across all layers of real models.

Q,K | P,V |Cos Sim 1 |Relative L1 | RMSE |
. . EAM3| 99.94% | 0.0345 | 3.53¢3
** SageAttentionl INTS8 |ESM2| 99.81% 0.0572 | 6.11e-3
INT8 | 99.70% | 0.1035 | 6.82e-3
E4AM3| 99.81% | 0.0607 | 5.93¢3

» Surpress K outlier by substracting mean EAM3 ESM2 | 99 68% 00769 | 7726.3
INTS | 99.58% 0.1199 | 8.31e-3

_ W _ E4M3| 99.37% 0.1107 | 1.09e-2
v(K) = K — mean(K) ESM2|ESM2| 99.22% | 0.1213 | 1.20e-2

INT8 | 99.13% 0.1583 1.24e-2

o(g(K — mean(K)T)) = o(¢KT — q- mean(K)) = o(gK ")
*» SageAttention2
» Solution: further smooth K and V by subtracting the mean
* SageAttention3

» Utilize NVFP4 for QKPV with two-level scaling

K : Vv

< ° ° ° ° ° §t l !3 1 I
** Fine-grained dynamic quantization c < ciii B

Y ~ ~ : i: 3

% Use INT rather than FP for QK i i i

Channel Channel
[ ] [ | [ |
-210 208 -151 147 -2 3

Zhang, Jintao, et al. "SageAttention: Accurate 8-Bit Attention for Plug-and-play Inference Acceleration." ICLR 2025. B a . § 4 e
Zhang, Jintao, et al. "SageAttention2 Technical Report: Accurate 4 Bit Attention for Plug-and-play Inference Acceleration." ICML 2025. ( b ) Q KV d |St rl b Utl onin U ni d |ffu ser



Results

* FlashAttention2: FP16 attention (~208 Tflops on RTX 4090)

*

s SageAttentionl recipe: (~473 Tflops)

> INT8 QK (4x speedup)

» FP16 PV with FP16 accumulator (2x speedup)
s SageAttention2 recipe: (~537 Tflops)

> INT4 QK (8x speedup)

> FP8 PV with FP22 accumulator (2x speedup)

s SageAttention3 recipe: (~1022 Tflops)
FlashAttention 2 (FP16) SageAttention (INTS8)

NN FlashAttention2
E= SageAttention3

1038

5x
212

Kernel Speed (TOPS) )
\

>
ENI FlashAttention2
E= SageAttention3
490s

<

.\3:
164s

L End-to-end Speedup )

HunyuanVideo

540p, 4s
FlashAttention 3 (FP8)

Larg

30



Speed (TOPS)

- SageAttention3, 1K seqglen, 964 Tflops @ RTX5090

Results
- FlashAttention3, 32K seqglen, 892 Tflops @ H100
5090 beats Hl1le0!!! 10x cheaper!!!
RTX5090, (Head dim = 128, causal = False) RTX5090, (Head dim = 128, causal = True)
20001 Il Torch E=X1 FlashAttn 3 SageAttn2 50001 Il Torch X FlashAttn =] SageAttn2
= xformers E==2 SageAttnl Bl SageAttn3 B xformers 0 SageAttnl Bl SageAttn3
1500 . o 2 3 N [£5001 0 “ 2 N N
© = = =2 = N = = = = =
=l 1000 - O
o
m3 X 500
o3 P8 <)
—e ¥ i @l V4 A 04
1K 2K 4K 8K 16K 32K
Sequence Length Sequence Length
H100, Head Dim = 128, causal = False H100, Head Dim = 128, causal = True
1500 - [ Xformers [ZT3 SageAttentionl B FlashAttn3-fp8 1500 1 [ Xformers =21 SageAttentionl I FlashAttn3-fp8
K=4 FlashAttn2 S N FlashAttn3-fpl6 B SageAttn2-8b X1 FlashAttn2 =1 FlashAttn3-fpl6 BN SageAttn2-8b
1000 NS 2 28 o 3% 1000
ﬁg ',:CO 00 00 00 00 00
[ (o] Te) O ~ OOO
s00] o3oRl oSIERl o33EM odil AoCEM ons 500-
om nm —m om —m om
SE/ 5 X 2 X %
0- - 0
1K 2K 4K 8K 16K 32K

Sequence Length Sequence Length



KVE1

> FEFNGWESEK, (RESEL
> Again, HEEE, JEIREAYIERZREILAQ

% S = QKT = (Qdiag(s))(diag(s) 1K)

< EEinJbAgE)4-bit Kv

% Llama-3-8B, seqlen=8192

< KVEE{F: 1GB

<+ atb{SEIE: 256MB

<+ 16GBETFEIuI{fFEIbatchsize=64, BESINEENIRILLEISITiHGPUR]

Large Model Computing, Tsinghua University 32
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