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ItRE/IiFE

& ZE[E8BtEEY: seqlen=8192, head dim=128

n
]

o
]

q * k.t() / sqrt(d)

softmax(S)

115 5E8192*%8192%128%2/2 = 8.59Gflops (causal)

iBTFE8192%128*2*2bytes + 8192*%8192*4bytes = 0.254GB

itESa2EAT

iH{F=8192*8192*2*4bytes = 0.5GB (—iE—5)

HEIFESITESIEE

itEE=-17.26, i5fF==1.008GB, i1EiHTFLL=17 flops/Byte

fERTX 4090k, WR$TiH1008GB/sT5E (FP16) , MEHEI=17.2Tflops
IBiSIE{E165TFlops
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B

< QKV—ik2{EGPUERIE

<+ SPAS R, Bi#Ediio
Oi = PUV]
P;j =?(Si)
Sij = QiK}'

EE—AJERR: softmax

P MR TFS;;, EHURFEHtBtile

o
I
7
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Online softmax

*BEO=Y;PV;=3%; (L(S]))VJ

Yk €xp(Sk)

“ [[RE: Y, exp(Sp)BFRAHIE

2; eXP(Sj)Vj)
Yk €xp(Sk)

> JERTCES: YRR += exp(S;) VL += exp(S))
<+ o /¢

< HAEOFN LI LARIBIGEhE 68 s o f tmaxTs RAIEL(EIE) R

< EIMEFM = max{m, S;}

+ A RMFRGEEEIm © 0 = 0/exp(m™” —m°!), £ = £/exp(m" —m°\d)

+ Bk HEFARHO =
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FlashAttention Loop for /{ blocks | Global Memory|

=

KT@ ‘ SM ‘
=

23%% ) s-@s |
. P — OnlineSoftmax(S) O@ v
“ <:| O=(P-HH)




Algorithm 1 FLASHATTENTION-2 forward pass

Require: Matrices Q,K,V € R¥*4 in HBM, block sizes B., B,.

1:

10:
11:
12:

13:
14:
15:
16:
1Li:

Divide Q into 7, = [Bl,] blocks Qg,...,Qr, of size B, X d each, and divide K,V in to T, = [Bﬂ] blocks

Ki,...,Kr. and Vy,...,Vr,, of size B. X d each.
Divide the output O € RV*4 into T, blocks O, ..., O7. of size B, X d each, and divide the logsumexp L
into 7, blocks L;, ..., Lt of size B, each.
for1<i<T, do
Load Q; from HBM to on-chip SRAM.
On chip, initialize 0 = (0),xa € RB*4, £ = (0)5, € RBr,m?) = (~c0), € RE".
for 1<j<T.do
Load K;,V; from HBM to on-chip SRAM.
On chip, compute ng) = QiKJT. € RBrxBc,

On chip, compute m{’ = max(m{’"", rowmax(8{")) € R¥, P/} = exp(S{’ - m{") e REEe
(pointwise), fl.(j ) = e’"f_l—mfj)t’i(j Ay rowsum(f’lgj )) e R,

On chip, compute ()l(f) = diag(emgj—l)'mgj))‘logj—l) +1~)§j)Vj.
end for
On chip, compute O; = diag(t’i(T"))‘lolgT“).
On chip, compute L; = mgT“') + log(fi(T")).
Write O; to HBM as the i-th block of O.
Write L; to HBM as the i-th block of L.
end for

Return the output O and the logsumexp L.




FlashAttention: 14889 4T

& E[E8BtEEY: seqlen=8192, head dim=128

< {En&blocksize2128(Q) * 128(D) * 64(K)

< 11EERES /g64*128  tile

< B/ tileFEEERIKV: 2*64*128*2 = 0.03125MB

> (BEF NMtile BT FANIEMESE: 2*128%128*64*2 = 4Mflops

<+ 1T HRiBfFLL = 128 flops / Byte

< causal attentionRFEEH—EMJtile, Hit128MBAYIO0 (B5EH1/8)
< WRTF1008GBRIFHEE, EfREEIEI139Tf1lops

< SCHlgER@ZEI170+TFflops (ABFAL2? + GPU turbo)
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o 2

tRBIRE
LLaMA-1
LLaMA-1
LLaMA-1
LLaMA-1
LLaMA-2
LLaMA-2
LLaMA-2
LLaMA-3
LLaMA-3
LLaMA-3
LLaMA-3

W
i
HEl0

N

B
13B
33B
65B
/B
13B
70B
1B
8B
70B
405B

32
40
60
80
32
40
80
24
32
80
128

Hidden
Dim

4096
5120
6656
8192
4096
5120
8192
2048
4096
8192
12288

Heads

32
40
52
64
32
40
64
16
32
64
96

FFN Dim

11008
13824
17920
22016
11008
13824
28672
5504

14336
28672
49152

Max Seq
Len

2048
2048
2048
2048
4096
4096
4096
2048
8192
8192
128K

Vocab
Size

32000
32000
32000
32000
32000
32000
32000
128256
128256
128256
128256
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MHA, MQA, GQA

[aJ@%: Kvcache XA, DeepSeekv3{EfHL=61, numheads=128, Kdim=192, Vdim=128
(RFEAMHASEEEL]2.4MB / token
128K_ETFikEEZFEE298GB KVCache

B /P KkvheadfZi=

MY %Y Cached During Inference
Multi-Head Attention (MHA) ! Grouped-Query Attention (GQA) | Multi-Query Attention (MQA) ! Multi-Head Latent Attention (MLA)
I I

~§R880008 ¢ § 8 8 8

e I e I e I o I o D o D o IO =

~
1]
<
w
riF
\Frra
werra
77
\Frrd
FFFD
L7
L
T
€eFrh
A
FZZ3

............
H . H H H H H H PEAOT LT T
.................
...........
----------
...........
.......

Latent KV

jo

5

a
c—/
I
c—/
c—/
c—/
 I—
| E—
c—/
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—3
—
—/
)
—3
 E—
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Multi-latent attention

< BBE%:. Jgattention projectionIZEREMLP, ISNN “[E45-fFE" . SIANHRIE

% Kvcache: 576*61 = 34KB / token, 71{ZE45R,

128K EF3{NFE4 . 2GB!

< S5 7168*%(1536+576) (compress) + 1536*128*192 (Q up)

+ 7168*64(KVrope)+576*128*256 (KVup) + 128*128*7168 (Oproj) = 11.56B

Q 128 head, 192 dim each

a

Latent Q 1536

\

K 128 head, 192 dim each

V 128 head, 128 dim each

Latent
KV 576

/

X 7168

Large Model Computing, Tsinghua University
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MLA

c..cC.

VL oy
R .,R .

[q;15 dc -

Cc .
(KE 1K

C

C .oC .
[thl, Vigs

. ~C
4 qt,nh

Q] = 4

= WPQp,,

]:qt

q:i =
C; =
] = ktC =
KR |=
kti =

U
wlec?,

= RoPE(W®cY),

CHA: Al
WPKVh,,

WUK KV,
RoPE(WXRh,),
[k ke,

=w"cl,

Multi-Head Latent Attention (MLA)

Output Hidden u, [OQOQ ------ OOOO]

Cached During Inference

1
{ Multi-Head Attention ]
t
(tafs ¥ [Too kM ([Too
concatenate concatenate
(af;) @[ k(S k&}[@ {v&}@
QQ [[_Uéipp/y apply ‘3 QO QQ
RoPE RoPE
OO ~ OO Latent c? Latent £V (S - O]
1 1
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MLARERS : 11EQK

< JIGHEN: BEIEFIEEQKVHITRFlashAttention
o HIEIE: AEXBE, BB ESRETHFSITE

dim*512
171536 1536*dim 512*seqlen
T 0 Uo T UK KV T t: query token id
qt,iKi - (Ct) (VVL ) Wi (C ) j: kv token id
1*dim dim*seqlen i: head id
Q FrEHJhead
= U =2, A=
> =N . [EHlatent KVEFBheadHEER
=Rk FEME - FiLA—ERESR AR LARRHERTBheadds (FEPE) —EEE LK
#heads * seqlen #heads * 512 . %H_Z\MHAZ:I%E_E%?
[ fQ( KV)T _ ,
t — ¢ C MLA: ([heads, 1, dim] * [1, seqlen, dim]).sum(2)
512 * seqlen MHA: ([heads, 1, dim] * [heads, seqlen, dim]).sum(2)

Large Model Computing, Tsinghua University 12



MLARGERS: it&Pv

3¢ J— .1/ seqlen*dim
*e* Ot,l - pt,lV

1*dim 1*seqlen

A9head

T D4 .
& = wor) e
seqlem 512*dim
seqlen*512
A\ KV
SR = (PtC )
#heads*seqlen
512*128
T
® 0 = Rt,i(WiUV)
#heads*512

[E R !

Large Model Computing, Tsinghua University
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B MLA

2= (D) W)W Rei= (™),

l
_ pQr .KVUNT T
Se =4 (c™) Ot,i = Rt,i(WiUV)
% 118l: 7168*1536+1536*192+192*512

% 118S: seqlen*heads*576
1Mo (seqlen)RIEB R ERESRE

R

» 1THER: seqlen*heads*576

)

* 1TE80: heads*dim*512

R

» i5tF: AW, WK, WPV 2%(1536%128%128+512%128%128%2)=80MB

R

% 151F: P11 seqlen*heads*512H9GEMM, HtilesizeFE32,128,512M

% 1%€1,c., BR: 128*512+seqlen*512+128*512

Large Model Computing, Tsinghua University
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B MLA

R

» i51F: WO, WK, WPV 2%(1536%128%128+512%128%128%2) =80MB
* 1B1F: P  seqlen*heads*512HJGEMM, BHtilesizeRE32,128,512|

< i¥1,c. BR: 2*(128*512+seqlen*512+128*512)=8.25MB (@8192) 125.25MB(@120K)

< 1tE&2: 1.25Gflops (@8192) 18.9Gflops (@128K)

R

» 1THiIBTELL: 13.5f1lops/Byte (@8192,bs=1) 87.8flops/byte (@128000,bs=1)
< (HEig L) B-E4090iEBY—/R"Kvcache=61*125.25 / (1008*1024) = 7.5ms
< fHEbEDRBEEMHA: 118 =4*seqlen*numheads*headdim=0.5Gflops (@8192)/8Gflops (@128K)

J/

< hE: EEE1IKV=2*2*seqlen*numheads*headdim=512MB (@8192) / 8000MB(@120K)

(==

<+ 1tR/ihfFElb=1f1op / byte DeepSee kEJfEE |
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RoLEMHASEYF
Attention Mechanism KV Cache per Token (# Element) Capability
Multi-Head Attention (MHA) 2npdpl Strong
Grouped-Query Attention (GQA) 2nqdpl Moderate
Multi-Query Attention (MQA) 2dpl Weak
MLA (Ours) (de +dR) ~ 3dyl Stronger
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B4 (128,128 BIKVEEEGHS124E1atent?

< [EqaFNIEie, BIRSFIEERR (Restricted Isometry Property)

NTHEEEHERK R =X, FIHARIPAEMED (2nrandn)
% % 2K 4 = 8 5 R IE 5K
(1= ®)|x]I* < l|Px[|* < (1 + 8)|[x|I?

< 15128*1284=SAFRAY128 N 1284EBFEH (B headlIQK) FRAZI—5124R9=SIARGZ 2R EAT.....
< 8/ headIQKE— M 163844iHE, (BRH1284HIES

<+ Xal: RIPRFRIES, EAIFEN2HRATR
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B4 (128,128 BIKVEEEGHS124E1atent?

< fEH#BRIP (Restricted Isometry Property) i
<« ATHRE s-IRHRERENATR, FRERNEYE m (B) Latent Dim) FRAXLE:

D
MzC-S-log(;)

s (WEE) =128, D (B4E) =16384

“ M = 896C

& Ziy: MAEERnumheads*headdim, REERheaddim * log(numheads)!

< SEfF: IRAEMEERSH., MEFIN, IREttiZERER
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