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LR RIS

> EEEZHEE Y =XxwW7
- Bi: METTKRYEEZEIFREEA
<+ AT 860(Z

% [E%4: 1000 ~ 10000

o gﬁ%:
* PILZER )
<+ 1T RFERIflopsEL

X

TREENILE

I T

— T
Ydense - Xdensewsparse

g==a"a
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R G

<+ BIRZE (sparsity / sparsity ratio)
<+ EBRIGEL

< SO%IRIREE = 2(SNNiE

< 90%IRIMEE = 1ofShNE
< TRYIETL
< JEEEIRIR

<~ FERWIREE (2:4165)
<~ SRR (RIGEH/BITEIIGE)

< SpMM

Cdense — Adense Bsparse

g==a"a
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2: AT

Dense operation
on Tensor Core

IIDD1]IE]I,IIFIII

Accumulator (result)

N\

A matrix (Dense)

Dense MXNXK GEMM

B matrix (Dense)

N—

C matrix (Dense)

Sparse operation
on Tensor Core

Choose matching K/2
elements out of K

B matrix (Dense)

elements T
\\ K
Accumulator (result) 4
©
2
]
Q.
.
X M
®
£
< gl 1
k2= kK2 i
\/ C matrix (Dense)
Non-zero data 2-bits
values indices

Sparse MXNXK GEMM

PyTorch[f&3Z#5: torch.sparse

FP64

FP64 Tensor Core
FP32

TF32 Tensor Core
BFLOAT16 Tensor Core
FP16 Tensor Core

FP8 Tensor Core

Row-wise 2:4

30 teraFLOPS

60 teraFLOPS

60 teraFLOPS
1,000 teraFLOPS* | 500 teraFLOPS
2,000 teraFLOPS* | 1,000 teraFLOPS
2,000 teraFLOPS* | 1,000 teraFLOPS

4,000 teraFLOPS*

,000 teraFLOPS

Col-wise 2:4
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FREZILEBEES

< WAIEH R LS T G TRENL, (ESRERKREIV?
< B ITRENEWHIRENES W) BEikh

, - 2
g(lé;l)IIW S

<~ FiRiE:. RJOERERERARITE
S(W)l = W;XM;
M; = 1(W; is topk) € {0,1} > $#Ef8mask
<+ RllGEREZE, EFIREAEIHR (magnitude-based pruning)
<« [ NERNMMAERDEFREKRDND
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IR(E531+

<+ Big2: EF—IXETESEREE, RURKRETRINE
mmi/nL(W o M)
JEIEMtRIEWRIIR(E— X IETRSE

A/

& “"—IRME" B58% (one-shot pruning / single-shot pruning)

+ EDIERE: TESRSTEMSEIRGEY, HISRMRiHT "R

< [AER: IiiEENNA—ERSRITAY?
< Glt0: AmPNEMINEIDRS, (BIsGES
< BIEENARNERNEIWHM
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YIIERHEED B IENMES I NTGERIE

< Lasso[g]J3
< [ KIFRIVPEHEETF, FBEMNSEE

1 N
—Nzy—ﬂT

<+ TEELMHEE, FREMTIEMWEIRIAII, = X6
< P AXERGERTG?

> BEHE: £ = (D)), + A YESaRILL, L2IEMMERIHERER :
+ BETE: SHEE[H - BIEBRE: Lg = f(B)p, + 1B;

+ (ERNSEE T REREDIML - BETE: DRSS, KHIRSES
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ISR imRREEMILE - LLIERIE

* PRIWKSf (W)

< L1IERMEIR: AW,

< [E)RR:

<+ LEBESIEEIAIRE, FEIIIHE/ SEHmBEZIMIMItrick
<+ BRENNERE, AERIEH

+ IEM@IRS B RInKEFERF

< IEM{ESadamEX RS R E245RIRILIE

< (BEETLARER, BRIABLLIENEESE LGRS SoTARYERE
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SR HERILEEIR

<+ iJllra0B token

TABLE IV: Few-shot Performance on More Challenging Tasks for LLaMA models.

Model f,‘;‘gg‘; MMLU MATH TriviaQA' NQ BoolQ CSQA  SciQ Mean
Dense 4574 556 6415 2634 7890 5601 97.00 5339

LLaMA2-7TB g arse 5234 7.64 6232 2590 7994  64.62 97.00 55.68
Dense  55.13 678 7045  30.69 8321 6757 97.50 58.76

LLaMAZ-I3B g arse 5607 812 67.65 2883 8431 7142 9730 59.10
LaMasgg Dense 6543 1342 7L69 2939 8193 7362 97.60 6187

Sparse 62.15 13.44 65.84 27.53  82.66 7338 97.80 60.40
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%i: Wﬁém_n,ﬁ@*ﬁ

Tokens . Wikitext
Methods Trained HellaS. RACE PIQA WinoG. ARC-e ARC-c OBQA Average PPL
LLaMA2-7B 2T 57.03 44.11 78.07 69.38 75.38 42.92 33.20 57.16 5.12
CAST? 40B 56.13 40.86 77.58 69.53 77.78 47.18 33.60 57.52 5.21
Wanda X 41.05 35.02 70.78 62.67 61.99 27.56 22.80 45.98 11.29
MaskLLLM 2B 50.91 40.77 74.92 64.48 69.57 36.00 28.00 52.09 6.72
Naive Retraining 10B 53.90 38.28 76.61 68.27 75.21 41.21 29.60 54.73 5.78
SR-STE 10B 54.02 39.02 76.88 68.35 75.58 41.46 29.60 54.99 5.74
CAST 7.5B 54.50 40.48 77.09 68.27 76.52 43.68 30.80 55.91 5.58
LLaMA2-13B 2T 60.15 44.59 79.27 72.45 78.93 47.18 34.60 59.60 4.57
CASTT 15B 58.01 41.24 77.42 72.45 79.50 49.06 34.80 58.93 4.71
Wanda X 46.96 38.09 74.05 66.69 68.64 34.81 25.00 50.61 8.47
MaskLLLM 2B 55.09 41.24 77.69 67.80 Bas 40.44 30.00 55.06 5.85
Naive Retraining 10B 58.08 3943 78.07 71.35 77.23 47.77 33.60 57.93 5.08
SR-STE 10B 58.27 40.38 78.32 71.11 78.29 47.79 34.80 58.42 5.04
CAST 0B 58.14 40.67 78.13 72.30 78.83 47.79 35.40 58.75 4.91
LLaMA3-8B 15T 60.10 40.00 79.43 73.56 80.26 50.00 34.80 59.74 5.76
CASTT 40B 57.90 40.77 79.27 71.67 81.40 50.43 34.60 59.43 6.33
Wanda X 37.09 32.63 67.41 59.75 56.48 25.85 18.00 42.46 22.97
MaskLLLM 2B 53.89 37.79 77.86 67.88 71.88 38.73 30.00 54.00 8.50
Naive Retraining 10B 56.07 3943 78.56 70.48 78.78 46.41 32.20 57.42 7.26
SR-STE 10B 56.18 39.81 78.89 70.64 78.57 47.18 31.80 57.58 7.22
CAST 7.5B 56.41 39.81 79.05 71.74 79.54 48.89 33.20 58.38 6.85
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el [

< FIFALLIENME, EIZaZiErRRER GG
< WG ERREIEERIIGEE, RAEEIZ (sparse training)
min L(W), W=WoM
« B t, BIELRLRSEHR
< Blanis, shESHEEX M (W)AAwadtopk, BXRIRIEHERT:
> RIEwTEM
- \%
> HEMEHRK (RTIBRRY)
+ X, SEENEIRAN, MR FEZEHERE
+ IchEREHIIREZ. IFREE topkAYk

Large Model Computing, Tsinghua Univers
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fElle: =G
min L(W), W=W-oM
< JEEILEER:: IBmMREREEE M tensorfftopk
< FEMER:: IEMgERE N 4tdHRtop 2

< L ES . IBMZERLFRFBneuronfytopk neuron

Large Model Computing, Tsinghua University
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el [

< [ WITEEE?

min L(W), W =W eMW)

» BE1: BEmEdautograd

dW = dW o M(W)

o BN IRRUEREET, RASINEIRE

<+ BE2:FIREEEITER

dW = dW o (M(W) + W o M'(W)) = dW o (M(W) + W)

< Glhni%, HE4EiNiaw=0.001, 3Ki

ENtopk, M(W)=0, MEEE—-dW = 10

<+ Miz4Ei2UZ]10%0.001=0.018EFR, FREEIZZSHHIRIEERL/Itopk

Large Model Computing, Tsinghua University
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el [

<~ [BE: EBKT
o E;kig1-€l %ﬁs%ﬂg;ﬁﬁgﬁgg

1e-2 1e-4

—— dense

—— SR-STE 0 (STE)
—— SR-STE 6e-7
—— SR-STE 6e-6
—— SR-STE 2e-6
—— SR-STE 2e-5
—— SR-STE 2e-4

—-

< BRLE: #ITIENL

% SR-STE

flip rate

+2]|(1 = M) o W||°

< FETIM(W) =Y HEERIINE
<+ "ibhEZE"

+ BUHEI=ES, (BRRIHE T 6
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FERIH (Lottery Ticket Hypothesis)

< = BENIGHRITEZERISMEE Z —NFRE ( "PRER" ) , SiZFREHEME)IG,

EHECIENECREA, ATLLEEISRInRESHESEEEHAER=E,

+~ BEERUREFE—ETFME, THEIGMEEEEIREERER?

< EREEMIGR? “SEfdiSEs”

R W AFH RN RNELBAMER, SECEAREAN TS RILITNSFHREALN
FEMZARENRAEGRIE. B AEARTE, —EFEABILHE. EHRLAY, Kk
B 5 72 P R R ST AR, (B LR R B B IR AR RAT R Pk . B LA R B9 R~ B 8% 4 B K 3
KERKBSME, HLREHN860 ( £ 80) LAMMET. FRE—FKWHERAR: WETZ
AR EENHEK, URMEFLNERY R TR, METHWRERKEIX. BHXHHER
AR, BEERANRET FY. FEHMZE, RUMEENEARETRAETERRD .

Large Model Computing, Tsinghua University
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F—PiER: AT SEFEE (Synaptogenesis)

~ HEEO: XTMHBEMNZERE=ARAHFR, —BNEIEFEREH (KYs5-75501K2IEE) .
~ iR EXAMHER, KRMESTZBESLMRAERZEHAER, 0 "=

<+ EEGRRILE, KNS Il iEE 100 51N FRUHHEER.

< El25HY, Z))LKRPRISREENER FEheBE A K,

<+ BRY: X "JHEEF" BT EXIEAIHURIEERIMRFISE TS

+ BF 72N EXNZIENDNTEE, (ERINEBERIBIRIGES. REMSHMER.

< KIELRE—REE, Frlgesitii—i.

Large Model Computing, Tsinghua University 15



B _MiEZ: EfMEEY (Synaptic Pruning)

o HEED: JMIENEERIFG, H—ESEREENnR, EER0% HL,

o (SIS S S B A,

o8 KIEHASREREERER TS,

o 1RIE PR BN, FHARGHEBIEL R EEERN. SRS,

o BEREY. WERNEE (RG0S, ERNES. SSREER) SNEENAE
2o Eﬂg

o IR WY FREE T, LRSS RERES—, EE

o eI : KRN ARAREEEEMS

o EEER: 26, PIMREAETILGESRIRSE, MRen

https://zh.wikipedia.org/wiki/ZSft{EEY

Large Model Computing, Tsinghua University
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UL

<+ MREM: fkRitone-shothTik

< JIGWELERINGWEFRZ

< YIGMEL R Gmbr—LE, (BEZIEF(FMitiRi
+ LLEWHEFES, FHBIIGRA

<+ JIGEIEEREIFREE

+ RYSHE, BtRESTHREE, HEEURF data / parameter

* Rt2BHA?

< AEEEL: METAFTEE WA ARSI/ FEBEEE)

< AJEglE2 : MBS SHURA T HENL, SFRNSHEGRERILUERR (FIEREEEIE)

Large Model Computing, Tsinghua University 17/
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P M

< WFRERMAN, FEFMENMETTEEENE

FFN2

SPMM

FFN1

SDDMM
TR A AN 0

AEtokenEiEHIHRETTAE

< [ YEEHARRLF

Large Model Computing, Tsinghua University
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PHRIERAGS

<~ BIg: BT od, BE4A—EMNE BEA—ERHNE
< TR rERFsRERI LA GroupGEMMR R SEI

< [ARE: MTFRSEENES N tokenEEITHIPLESR?

< EZIEHEE (router)

Zi(x) = m;(x) X f;(x)
.

PR AT

Blrouter

. - m(x) = topk(softmax(g(x)))

Large Model Computing, Tsinghua University
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%45l : DeepSeekv3

< 2571MER, IMEBEIE, RIRAY2561%S

+ 61 (EH4~61FE2MoE), Hidden dim=7168, Expert dim=2048
< MoEZBHBE#IE = 58 * 7168 * 2048 * 3 * 257 = 656B

< MoERBDHIGRSHIE
< ABFFINEGESEE = 3 * 7168 * 18432 * 3 = 1.2B
<+ FSNERHESHELLP11.48 (ZBIHEE)

** LM Head = 0.9B

58 * 7168 * 2048 * 3 * 9 = 23B

< IBHZ=% - 58 * 7168 * 256 = 0.1B
% Hit36.6B
< Hii: MoEERR = — 1EXAIENREE, RiEmAEHIIRAIEIH

Large Model Computing, Tsinghua University
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gk

< B AEIIEIIRE (load balancing loss)

> BRAF: f, = % I_,1(Token ¢ selects Expert e)

- WFEREKRIMOE, BilE 5. f ==
> ﬂt“tgﬁ min ZE:lfez

- XM, [ ARG, ZEHTEERE
" BRAE: BEHP—Af BCUSHFEIEHEDEN (FISHER, EFZERTtokenZIEFHZ)

« EHIRHES: P, = %Z{:l Set HH s, /3 Token ¢t ¥ Expert e RIEEHESD

> RKREE: (Lips = Yot foPe
> {ER:
* AMNGaFEIIEloss, 28 routing collapse (HHIRGE) , AEERIMEFEFRIHNANER, HTHERSKE
» RIS LossEELER D T tokenEIR, BRIFERHT
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<+ 1HEZ5E: A8/ eExpertiSEIFRE
IEEEIBIToken, HRETREEXEME
< ST : EXRFIT + 2HIEENE
> EZRH1T (Expert Parallel, EP)
" BARWERDEFRRNRLE, Fik
+ LB TokenieZ & ERNERHITE
5, HTR
> ¢H%EM%3E (Group General
Matrix Multiply, GroupGEMM)
» WFFE—IKRRAREER, RAINTE
BiERE, BHAREFESFLE—I1NEXRER
BARGBTE TF—1ER

Expert 1 Expert 2 Expert 3

GPU 1 GPU 2 GPU 3 GPU 4

MoE Layer

Expert 4 Expert

Expert6 ©®® ExpertN

Tokens routed to the same
expert are packed into a single

Tokens routed to

large matrix.

this GPU [

Xi

Xz

X3

X

Expert 1 FFN
=» BLOCK W,

Expert 2 FFN
» BLOCK W,

xpert N FFN

4
JUEENEN.eeN papmm [
» “elock W,

—

GPU T GPU3 [ cpus [ GPU7 GPUN
[ ]
[ J
B

|
ww3iodno.io
Jow

All experts on this GPU are executed in one fused GroupGEMM
kernel. Expert weights are loaded once into shared memory, reused

across many tokens.
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AESETE

TopK(x, k),

/

0 x[k]

Xe

e —

ReLU(x),

=S TopkiZH
m(x) = topk(softmax(g(x)))

ELERe LUFREH
m(x) = ReLU(g(x))

S8 8
al m oK
1 =

Large Model Computing, Tsinghua University
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Valid Loss

SR

2.05 FF=m—gm=—=F==—=f====F==-9-=
204 2.q42
' 2.00 97971
?
1.9 S 1957196 /
_'9 |
g 20 ‘ 1.854 1.852
1.81 1.822 185 --- Dense 1.883 ‘ :
1773 1.730 —®— MoE
1.80 1 —®— ReMoE 1826 4 d4s
17 1 1715 T T I‘ T T : T
182M 469M 978M 4 8 16 32 64 128
Number of Parameters N Expert Count E
(a) Scaling in V (b) Scaling in £

2051 Lo ——C=
2.042
-—=- Dense
" 2.00 ~ —®— MoE
§ —8— ReMoE
© 1.95 4936 —-—=- Densex8
§ g 1.899 1.898
1.90 41:92 : ' 1.8951.493 1.885
1.902 7 896
1854 1.873 1.8851.879 1,872 1.872

1 2 4 8 16
Granularity G

(¢) Scaling in G

Large Model Computing, Tsinghua University
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E)Jufl‘%%ﬁﬁﬂ

10°
3.09 | — Average Active Expert Count I
— = Uniform Expert Assignment - 101
2.5 - Token Frequency :

Average Active Expert Count
Token Frequency

O 1000020000300004000050000
Sorted Token ID

Large Model Computing, Tsinghua University
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INEE: MoE

* RoutingtREE LB ZSMED
<~ Hitplil: MREER, FEER, etc.
< EBEIAAI37B active MoE£JETF100B+Hdense model
* AT AAFF600BHY?
> FREARD
> HiddenA %
> (B KIDRR iR

Large Model Computing, Tsinghua University
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