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Foundation Models

· A foundation model is any model 
that is trained on broad data 
(generally using self-supervision 
at scale) that can be adapted (e.g., 
fine-tuned) to a wide range of 
downstream tasks, like BERT, 
GPT-3, CLIP.

Bommasani R, Hudson D A, Adeli E, et al. On the opportunities and risks of foundation models[J]. arXiv preprint arXiv:2108.07258, 2021.
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Foundation Models for RL

Yang S, Nachum O, Du Y, et al. Foundation Models for Decision Making: Problems, Methods, and Opportunities[J]. arXiv preprint arXiv:2303.04129, 2023.



Foundation Models for RL

Yang S, Nachum O, Du Y, et al. Foundation Models for Decision Making: Problems, Methods, and Opportunities[J]. arXiv preprint arXiv:2303.04129, 2023.

Two major directions:

· Foundation models serve as generative models 
    · like behavior, models

· Foundation models serve as representation learners
    · plug-and-play (use pretrained models to capture features of images or task-     
                               discription)
    · learning sequential representations



Foundation Models for RL: as Conditional Generative Models

Yang S, Nachum O, Du Y, et al. Foundation Models for Decision Making: Problems, Methods, and Opportunities[J]. arXiv preprint arXiv:2303.04129, 2023.

A key advantage to 
generative modeling 
of behaviors lies in 
scaling up



Foundation Models for RL: as Representation Learners

Yang S, Nachum O, Du Y, et al. Foundation Models for Decision Making: Problems, Methods, and Opportunities[J]. arXiv preprint arXiv:2303.04129, 2023.



Foundation Models for RL

Yang S, Nachum O, Du Y, et al. Foundation Models for Decision Making: Problems, Methods, and Opportunities[J]. arXiv preprint arXiv:2303.04129, 2023.

main Challenges:

· How to bridge languange/vision dataset and decision making datasets

· How to structure Environments and Tasks

· How to improve large foundation models / decision making



Reward Design with Language Models (ICLR23)

Kwon M, Xie S M, Bullard K, et al. Reward Design with Language Models[C]//The Eleventh International Conference on Learning Representations.

· Insights: LLMs are great in-context learners and can capture meaningful commonsense 
priors about human behavior. 

· Goal: use LLMs (like GPT-3)  as a proxy reward function by providing a textual 
prompt containing a few examples (few-shot) or a description (zero-shot) of the desired 
behavior

· Generate the input of LLM from states: the task description, the user-specified 
examples/description, a question asking if the outcome satisfies the objective

· Generate rewards from the output of LLM: use a handcrafted, task-specific parser e.g. 
“No”→0, “Yes”→1



Kwon M, Xie S M, Bullard K, et al. Reward Design with Language Models[C]//The Eleventh International Conference on Learning Representations.
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Reward Design with Language Models

Kwon M, Xie S M, Bullard K, et al. Reward Design with Language Models[C]//The Eleventh International Conference on Learning Representations.

· Evaluate in zero shot via prompting well-known concepts such as Pareto-optimality
 



Can wikipedia help offline reinforcement learning?

Reid M, Yamada Y, Gu S S. Can wikipedia help offline reinforcement learning?[J]. arXiv preprint arXiv:2201.12122, 2022.



Can wikipedia help offline reinforcement learning?

· Input sequence follows DT:

use linear projections to get input representations

· align state/action/reward and language representations:

minimize the negative the sum of the maximum similarity value for each embedding E 
and each input representation I via cosine similarity function as

· use K-means clustering over the embeddings to reduce the size of V

Reid M, Yamada Y, Gu S S. Can wikipedia help offline reinforcement learning?[J]. arXiv preprint arXiv:2201.12122, 2022.



Experimental Results

Reid M, Yamada Y, Gu S S. Can wikipedia help offline reinforcement learning?[J]. arXiv preprint arXiv:2201.12122, 2022.

LM: trained in100 
million tokens from 
full Wikipedia articles. VM

L-VM: 
discard 
the image 
encoderLM Baselines



Ablation Study

Reid M, Yamada Y, Gu S S. Can wikipedia help offline reinforcement learning?[J]. arXiv preprint arXiv:2201.12122, 2022.



Reid M, Yamada Y, Gu S S. Can wikipedia help offline reinforcement learning?[J]. arXiv preprint arXiv:2201.12122, 2022.

· GPT2/Random tend to 
attend to positions with 
multiples of 3 timesteps 
behind the current position

· GPT2 starts showing a 
stronger preference for 
previous returns-to-go

· Random/iGPT exhibit a 
behaviour closer to mean 
pooling. GPT2 is reliant on 
the initial returns-to-go



Offline RL → NLP

Zhang Z, Wang Y, Zhang Y, et al. Can Offline Reinforcement Learning Help Natural Language Understanding?[J]. arXiv preprint arXiv:2212.03864, 2022.

random init

pretrained 
on wikitext-
103 dataset



Prompts and Pre-Trained Language Models for Offline Reinforcement Learning

Tarasov D, Kurenkov V, Kolesnikov S. Prompts and Pre-Trained Language Models for Offline Reinforcement Learning[C]//ICLR 2022 Workshop on 
Generalizable Policy Learning in Physical World.

· mapping each dimension in observations into human-readable labels like “Position
X: 10.0 meters”/ “Left Thigh Angle: 0.4 rad”



Prompts and Pre-Trained Language Models for Offline Reinforcement Learning

Tarasov D, Kurenkov V, Kolesnikov S. Prompts and Pre-Trained Language Models for Offline Reinforcement Learning[C]//ICLR 2022 Workshop on 
Generalizable Policy Learning in Physical World.

only finetune 
the input 
embeddings 
and layer norm 
parameters



Prompts and Pre-Trained Language Models for Offline Reinforcement Learning

Tarasov D, Kurenkov V, Kolesnikov S. Prompts and Pre-Trained Language Models for Offline Reinforcement Learning[C]//ICLR 2022 Workshop on 
Generalizable Policy Learning in Physical World.

The observation space here represent different financial indicators (e.g., price of a certain 
stock, an amount of a specific stock, etc.) and are more common than the proprioceptive 
inputs when training the LMs, and therefore a non-tuned LM should result in consistent 
improvements.
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