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Generalization

· A generalization is a form of abstraction whereby common properties of 
specific instances are formulated as general concepts or claims -- Wiki
(泛化是一种将具体实例的公共属性表述为一般概念或声明的抽象形式)

· The ability to categorize correctly new examples that differ from those used 
for training is known as generalization -- PRML



Generalization in Supervised Learning

A rough summary: train in finite samples and generalize to unseen samples 
or the distribution



Reinforcement Learning
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Generalization in RL

· There are many unknown distributions in RL...

Single MDP
· Model the transition distribution (model learning)
· When given a policy, calculate the return of the policy via finite trajectories 
(state-action pairs)
(When on-policy, the result is almost the same as the case in Supervised 
Learning)

Multiple MDPs (Main concerns today)
· There a distribution of MDPs, how to estimate them (transition, policy) via 
some sampled MDPs.
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Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)

Main Result:

In standard supervised learning, ERM (empirical risk minimization) in 
the training set translates into good generalization performance 
(without distribution shift and with appropriate inductive biases)

In RL, similar “empirical risk minimization” approaches can be sub-
optimal for generalizing to new environments



Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)

A simple example in Classification and RL

Classifacation: Given an image from a dataset (like FashionMNIST), 
output its category. Correct: get reward 0. Wrong: get reward -1.

Reinforcement Learning: Repeat the above process until the result is 
correct. 



Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)

In standard RL, there exists a deterministic policy is the optimal policy 
(choose the action with the maximal Q value)

In this case: first choosing the action it is most confident about, if 
incorrect, then the second, and so forth. 



Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)

Empirical results in FashionMNIST:

fix the length of the trajectory no more than 
20

Adaptive: first choosing the action it is most 
confident about, if incorrect, then the second, 
and so forth
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Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)

Formalization

MDP (epistemic POMDP):

State and Ovservation:

Transition and Return:



Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)

Optimal policy is non-Markovian since the episode contains 
information about the identity of the MDP being acted in.

When restricted to Markovian policies, the optimal policy is in general 
stochastic.



Zhang H, Chen H, Xiao C, et al. Robust deep reinforcement learning against adversarial perturbations on state observations[J]. Advances in 
Neural Information Processing Systems, 2020, 33: 21024-21037.
Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)

This result is not isolated. 

Actually, when there are certain uncertainty in MDP, the optimal 
Markovian policy we found may not be deterministic.

For example, when the policy is disturbed by an adversary (SA-MDP)



Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)

How to find the optimal policy?

Use a sequential policy (like lstm, transformer)
Use a stochastic memoryless policy



Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)

Everytime train in 
contextual MDP with many 
contexts rather than a 
single MDP



Ghosh D, Rahme J, Kumar A, et al. Why generalization in rl is difficult: Epistemic pomdps and implicit partial observability[J]. Advances in Neural 
Information Processing Systems, 2021, 34: 25502-25515.

Generalization in unseen MDPs ≈ solving POMDP (NeurIPS21)



Lee K, Seo Y, Lee S, et al. Context-aware dynamics model for generalization in model-based reinforcement learning[C]//International Conference 
on Machine Learning. PMLR, 2020: 5757-5766.

CaDM (ICML20)

Conder generalization in test environments with unseen contexts c

goal: learn the environment, i.e., use current  K past transition 
                                                            to encode the context c

Forward model: use c, current state and current action to predice the 
next state



Lee K, Seo Y, Lee S, et al. Context-aware dynamics model for generalization in model-based reinforcement learning[C]//International Conference 
on Machine Learning. PMLR, 2020: 5757-5766.

CaDM (ICML20)



Lee K, Seo Y, Lee S, et al. Context-aware dynamics model for generalization in model-based reinforcement learning[C]//International Conference 
on Machine Learning. PMLR, 2020: 5757-5766.

CaDM (ICML20)

Backward model: capture contextual information while mitigating the 
risk of overly focusing on predicting only the ”seen” forward dynamic 
(intuition: context should be useful for predicting both forward and 
backward transition)

Action choose:
 use MPC methods (like CEM) to take an action (assume the reward 
function is known)
combine with model free methods 



Lee K, Seo Y, Lee S, et al. Context-aware dynamics model for generalization in model-based reinforcement learning[C]//International Conference 
on Machine Learning. PMLR, 2020: 5757-5766.

Results for Model-Based 



Lee K, Seo Y, Lee S, et al. Context-aware dynamics model for generalization in model-based reinforcement learning[C]//International Conference 
on Machine Learning. PMLR, 2020: 5757-5766.

Results for Model-Free
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A Generalist Agent (Gato) Deepmind 2022.5



Reed S, Zolna K, Parisotto E, et al. A generalist agent[J]. arXiv preprint arXiv:2205.06175, 2022.

A Generalist Agent (Gato) Deepmind 2022.5

· “Inspired by progress in large-scale language modeling, we apply a 
similar approach towards building a single generalist agent beyond 
the realm of text outputs.”

· Use a single agent with the same parameters to handle multi-modal 
tasks (including RL, CV, NLP)
· Parameters: 34M ~ 1.18B       1B = 1000,000,000
(As a comparison: GPT-2 ~ 1.5B, GPT-3 ~ 100B, Switch Transformer 
~ 1600B, WuDao ~1750B)

· In the part of RL, Gato only focuses on supervised learning 



A Generalist Agent

Goal:
use one NN with the 
same parameters for 604 
tasks, including:
· Control Tasks 
   · Atari Games
   · DM Control
   · Meta World
· Vision and Language
   · MassiveText (text)
   · ALIGN (image-text)
· Robotics 
   · RGB Stacking (real      
     and sim)



A Generalist Agent

Reed S, Zolna K, Parisotto E, et al. A generalist agent[J]. arXiv preprint arXiv:2205.06175, 2022.



Method

Serialize all data into a flat sequence of tokens

· Text: SentencePiece
· Images: ViT

· Discrete Values,  e.g. Atari button presses: flattened into sequences 
of integers
· Continuous Values, e.g. proprioceptive inputs or joint torques:
original value -> [-1, 1] -> discretized to 1024 uniform bins.

Train: Supervised Learning

m(b,t) = 1 iff s_l^{(b)} is output



Results: Simulated control tasks    > 450 for 50%

Reed S, Zolna K, Parisotto E, et al. A generalist agent[J]. arXiv preprint arXiv:2205.06175, 2022.



Results: Robotics

Skill generalization:

Test in five triplets of object shapes are not included in the training 
data

Reed S, Zolna K, Parisotto E, et al. A generalist agent[J]. arXiv preprint arXiv:2205.06175, 2022.



Analysis: Pretrain + Finetune

Reed S, Zolna K, Parisotto E, et al. A generalist agent[J]. arXiv preprint arXiv:2205.06175, 2022.



Algorithm Distillation (AD) Deepmind (Sumitted to ICLR23)

Laskin M, Wang L, Oh J, et al. In-context Reinforcement Learning with Algorithm Distillation[J]. arXiv preprint arXiv:2210.14215, 2022.



Policy Distillation (PD): learns policies from offline RL data via imitation 
learning, not Reinforcement Learning algorithms (E.g. Gato)

Algorithm Distillation (AD): learns an in-context policy improvement operator 
by optimizing a causal sequence prediction loss on the learning histories of 
an RL algorithm

if a transformer’s context is long enough to include policy improvement due 
to learning updates it should be able to represent not only a fixed policy but a 
policy improvement operator by attending to states, actions and rewards 
from previous episodes.

Laskin M, Wang L, Oh J, et al. In-context Reinforcement Learning with Algorithm Distillation[J]. arXiv preprint arXiv:2210.14215, 2022.

Algorithm Distillation (AD)



Laskin M, Wang L, Oh J, et al. In-context Reinforcement Learning with Algorithm Distillation[J]. arXiv preprint arXiv:2210.14215, 2022.

Algorithm Distillation (AD)



Laskin M, Wang L, Oh J, et al. In-context Reinforcement Learning with Algorithm Distillation[J]. arXiv preprint arXiv:2210.14215, 2022.

Algorithm Distillation (AD)

ED: Expert Distillation (similar to Gato), RL^2: a meta rl algorithm, source: basic algorithm for collecting data



Laskin M, Wang L, Oh J, et al. In-context Reinforcement Learning with Algorithm Distillation[J]. arXiv preprint arXiv:2210.14215, 2022.

Algorithm Distillation (AD)

sample policies from the hold-out test-set data along different points of the source algorithm history - from a
near-random policy to a near-expert policy to pre-fill the context for both AD and ED
AD improves every policy in-context until it is near-optimal



Laskin M, Wang L, Oh J, et al. In-context Reinforcement Learning with Algorithm Distillation[J]. arXiv preprint arXiv:2210.14215, 2022.

LSTM vs Transformer



Conclusion

· Generalize to unseen MDPs somehow makes the fully observable 
environment partially observable, which is similar to uncertainty RL.

· To handle this issue, there are some types of methods: use stochastic 
policies, data augmentation, use sequential model.

· The capacity of Current NNs is enough to capture the gap between 
different RL tasks (Attention is all you need). 
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