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A Generalist Agent

Highlights:
· “Inspired by progress in large-scale language modeling, we apply a 
similar approach towards building a single generalist agent beyond 
the realm of text outputs.”

· Use a single agent with the same parameters to handle multi-modal 
tasks (including RL, CV, NLP)
· Parameters: 34M ~ 1.18B       1B = 1000,000,000
(As a comparison: GPT-2 ~ 1.5B, GPT-3 ~ 100B, Switch Transformer 
~ 1600B, WuDao ~1750B)

· In the part of RL, Gato only focuses on supervised learning 
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A Generalist Agent

Goal:
use one NN with the 
same parameters for 604 
tasks, including:
· Control Tasks 
   · Atari Games
   · DM Control
   · Meta World
· Vision and Language
   · MassiveText (text)
   · ALIGN (image-text)
· Robotics 
   · RGB Stacking (real      
     and sim)



Tasks
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Data Process

We serialize all data into a flat sequence of tokens

· Text: SentencePiece
· Images: ViT

· Discrete Values,  e.g. Atari button presses: flattened into sequences 
of integers
· Continuous Values, e.g. proprioceptive inputs or joint torques:
original value -> [-1, 1] -> discretized to 1024 uniform bins.



Loss Function

· m(b,t) = 1 iff s_l^{(b)} is output 



Deployment



Results: Simulated control tasks    > 450 for 50%



Results: Robotics

Skill generalization:

Test in five triplets of object shapes are not included in the training 
data



Results: Text samples

 Image captions Chitchat



Analysis: model size



Analysis: OOD tasks



Analysis: Fine-tuning on Robotic Stacking Tasks CRR: a baseline



Analysis: Skill Mastery

Skill mastery:

In-distribution tasks, no fine-tuning



Analysis: Specialist single-domain multi-task agents

train on data from a single domain only and rolled out 500 times for each 
training task without any per-task fine-tuning

Meta-World:
· 79M parameters, 50 tasks 
· achieves 96.6% success rate averaged over all 50 task

Atari:
· 1.18B parameters, 51 tasks
· achieved better than human performance for 44 games (Gato: 23)
 (the performance of online experts used to generate training data for the 
other 7 games were also below the average human) 
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