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Safe Reinforcement Learning

n Traditional reinforcement learning focuses on maximizing the 
cumulative return but ignore the risk. 

n Safe reinforcement learning consider the uncertainty in the 
reinforcement learning, including transition uncertainty and 
observation uncertainty.

n Observation Uncertaintyn Transition Uncertainty
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Value Function Range

n Value Function Range

n We provide the 
connectation of transition 
disturbance and 
observation disturbance.

n We can control them 
both by controlling Value 
Function Range.

n We introduce CVaR to 
loose the min in Value 
Function Range to avoid 
excessive pessimism.
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CPPO

n We formulate our 
objective as a constrained 
optimization problem and 
use  Lagrangian relaxation 
method to deform it as an 
unconstrained problem.

n Based on previous work 
[Chow and Ghavamzadeh, 
2014],  we can calculate 
the gradient of our 
objective and further 
propose CVaR Proximal 
Policy Optimization (CPPO).
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Evaluation on MuJoCo

curve of the training performance
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Evaluation on MuJoCo

curve of the testing performance under observation disturbance

curve of the testing performance under transition disturbance
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