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Adversarial Examples in Computer Vision 

(Dong et al. CVPR 2018)



Not only in Computer Vision 

BERT model (Jin et al. AAAI 2020) GNN model (Dai et al. ICML 2018)

Reinforcement Learning (Lin et al. IJCAI 2017) Audio (Carlini and Wagner. S&P 2018)

……
Recommend System,

LIDAR,



Max-Mahalanobis Training

Part I

(Max-Mahalanobis Linear Discriminant Analysis Networks, ICML 2018)



• Paradigm of feed-forward deep nets

Non-linear 
Transformation

Linear 
Classifier

Input Output

Active area of research
(AlexNet; VGG nets; ResNets; 

GoogleNets; DenseNets;)

Much less active
(Softmax regression)

Motivation



Inspiration one: LDA is more efficient than LR

• Efron et al.(1975) show that if the input distributes as a mixture of 
Gaussian,  then linear discriminant analysis (LDA) is more efficient
than logistic regression (LR).

• However, in practice data points hardly distributes as a mixture of 
Gaussian in the input space.

LDA needs less training data than LR to obtain certain error rate



• Deep generative models (e.g., GANs) are successful.

Deep generative models

Simple Distribution
(Gaussian/Mixture of Gaussian)

Complex Distribution
(Data distribution)

DNN

Inspiration two: neural networks are powerful



• Deep generative models (e.g., GANs) are successful.

• The reverse direction should also be feasible.

Our Method
(MM-LDA networks)

Deep generative models
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Inspiration two: neural networks are powerful



Our method 

• Models the feature distribution in DNNs as a mixture of Gaussian.

• Applies LDA on the feature to make predictions.



• Wan et al. (CVPR 2018) also model the feature distribution as a 
mixture of Gaussian. However, they treat the Gaussian parameters 
(𝜇! and Σ) as extra trainable variables.

• We treat them as hyperparameters calculated by our algorithm, 
which can provide theoretical guarantee on the robustness. 

• The induced mixture of Gaussian model is named Max 
Mahalanobis Distribution (MMD).

How to treat the Gaussian parameters?



• Making the minimal Mahalanobis distance between two 
Gaussian components maximal.
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Max-Mahalanobis Distribution (MMD)
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𝟐
min
!,%∈[(]

∆!,%,

Distributing as a MMD can maximize 𝐑𝐁. 

Theorem 1. The expectation of the distance 𝔼 𝑑!,# is a function of the Mahalanobis 
distance ∆!,# as
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where 𝛷 (*) is the normal cumulative distribution function.

Robustness w.r.t Gaussian parameters 



Can we further improve MMLDA?



Max-Mahalanobis Training

Part II

(Rethinking Softmax Cross-Entropy Loss for Adversarial Robustness, ICLR 2020)



Motivation

The same dataset, e.g., CIFAR-10, which enables good standard accuracy 
may not suffice to train robust models.

(Schmidt et al. NeurIPS 2018)



Possible Solutions

• Introducing extra labeled data 
(Hendrycks et al. ICML 2019)

• Introducing extra unlabeled data 
(Alayrac et al. NeurIPS 2019; Carmon et al. NeurIPS 2019)



Possible Solutions

• Introducing extra labeled data 
(Hendrycks et al. ICML 2019)

• Introducing extra unlabeled data 
(Alayrac et al. NeurIPS 2019; Carmon et al. NeurIPS 2019)

• Our solution: Increase sample density to induce locally 
sufficient training data for robust learning



Sample Density
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Generalized Softmax Cross Entropy Loss (g-SCE loss)

We define g-SCE loss as

where                                                                     is the logits in quadratic form.

We note that the SCE loss is included in the family of g-SCE loss as

Including MMLDA



Induced Sample Density of g-SCE Loss



The ‘Curse’ of Softmax Function

• The softmax makes the loss value only depend on the relative relation among logits. 

• This causes indirect and unexpected supervisory signals on the learned features.



Our Method: Max-Mahalanobis Center (MMC) Loss

• No softmax normalization



Induced Sample Density of MMC Loss



Mini-batch 5/1000Mini-batch 20/1000Full-batch

Toy Demo on Faster Convergence

Center loss

MMC loss



Empirical Faster Convergence
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White-box Robustness (Adaptive Attacks)

CIFAR-10



Towards Robust Detection of Adversarial Examples

(Towards Robust Detection of Adversarial Examples, NeurIPS 2018)



We Detect Adversarial Examples, and How?

Design new detectors:

• Kernel density detector (Feinman et al. 2017)
• LID detector (Ma et al. ICLR 2018) 
• ……

Train the models to better collaborate with existing detectors



Reverse Cross Entropy
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Cross-Entropy (CE): Reverse Cross-Entropy (RCE):

1%: One-hot label

𝓛𝑪𝑬 = −𝟏𝒚 % 𝐥𝐨𝐠(𝐅)

𝑅%: Reverse label
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The RCE Training Method

Phase 1: Reverse Training
Training the model by minimizing the RCE loss

Phase 2: Reverse Logits
Negating the logits fed to the softmax layer to give predictions



Theoretical Analysis

Property 1: Consistent and Unbiased
When the training error 𝜶⟶ 𝟎, the prediction tends to the one-hot label 

Property 2: Tighter Bound
The difference between any two non-maximal elements decreases as 𝚶(𝜶𝟐)



The Insights of RCE Training

We first define the non-maximal entropy (non-ME) as:

nonME x = −.
!%&

/𝐹 𝑥 ! log /𝐹 𝑥 ! ,

where /𝐹 𝑥 ! is the normalized non-maximal predictions.

RCE training encourages the maximal prediction to tend to 1, 
while maximizing the non-ME.



The Insights of RCE Training
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C When the non-ME of the returned
predictions are maximized, the learned
features for each class with tend to
locate near the black dash lines, where
the points on the dash lines have the
maximal non-ME.

The left plot is the decision domain in 2-
d feature space for 3 classes (each class 
with one color)



The Insights of RCE Training
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Then if an adversary want to craft an 
adversarial example based on 𝒛𝟎, he has 
to move further to 𝒛𝟐 rather than 𝒛𝟏 to 
obtain a normal value of non-ME.



The Insights of RCE Training

In practice, the learned low-dimensional feature distributions by RCE make it 
more difficult to craft an adversarial examples with normal values of non-ME.

Detector allowable region

Normal examples
Adversarial examples that succeed to fool detector

CE

Adversarial examples that fail to fool detector

RCE
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Detector allowable region

Detector allowable region



Experiments

CE RCE

t-SNE visualization of learned features on CIFAR-10



Our New Work --- Bag of Tricks for Adversarial Training



Our New Work --- Bag of Tricks for Adversarial Training



Our New Work --- Bag of Tricks for Adversarial Training



Paper: https://arxiv.org/pdf/2010.00467.pdf

Code: https://github.com/P2333/Bag-of-Tricks-for-AT

Our New Work --- Bag of Tricks for Adversarial Training



Thanks


