
Bag of Tricks for Adversarial Training

1. Motivation: A Paradox

Usually overlooked training hyperparameters can largely
affect the performance of adversarially trained models.
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Zhang et al. (2019): TRADES (weight decay 2×10!")
performs better than PGD-AT (weight decay 2×10!");
Rice et al. (2020): PGD-AT (weight decay 5×10!")
performs better than TRADES (weight decay 2×10!");
Gowal et al. (2020): TRADES (weight decay 5×10!")
performs better than PGD-AT (weight decay 5×10!").

2. Empirical Results

2.1. Model Architecture

2.2. Batch Normalization Mode

More detailed results can be found in our paper.

2.5. Batch Size and Label Smoothing

2.7. Optimizer

2.3. Weight Decay

2.4. Activation Function

2.6. Early Stopping (attack iter.) and Warmups


