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Boosting Adversarial Training with Hypersphere Embedding

Background
Adversarial examples cast potential risks when applying
machine learning models. Among existing defenses,
adversarial training methods can achieve sate-of-the-art
performance under different tasks and settings.

Why HE Benefits AT?

Methodology

Tianyu Pang*, Xiao Yang*, Yinpeng Dong, Kun Xu, Jun Zhu, and Hang Su
Department of Computer Science and Technology, Tsinghua University, Beijing, China

General framework of adversarial training (AT):

Hypersphere embedding (HE):

Affine mapping in the softmax layer:

• More effective adversarial perturbations (FN)
• Better learning on hard adversarial examples (FN)
• Alleviate class imbalance caused by untargeted AT (WN)
• Increase inter-class margin (AM)

Visualization of adversarial perturbations on ImageNet:

Classification accuracy on CIFAR-10 (C) and ImageNet (C):

Empirical Results

Gradient norm ratios on adv and clean inputs:
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