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Introduction

q Key: Considering the time and feature dimensions in coherent manner
• Represent the multivariate time

series as a set of window × feature
2D series images.

• Each series image corresponds to a
part of the multivariate time series
within a given time window.

• Each row corresponds to one feature
dimension.

• Follow the perturbation strategy in the smallest destroying region (SDR)
principle [Dabkowski & Gal, 2017] for the reference series image.

• Each series can be composed of three parts: trend, seasonality and residual
[Hyandman & Athanasopoulos, 2018]

• Adding Gaussian blur extracts the trend information, and adding some noise
enhances local information.

Series Saliency

q Results on Interpretation
Ø Qualitative Analysis

Ø Quantitative Comparison
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Conclusion
q We propose Series Saliency to boost both accuracy and interpretability

for multivariate time series forecasting.
q Series saliency module acts as an adaptive data augmentation method 

for training deep models while can be optimized for interpretable
forecasting in both feature and time dimensions.

q It is important yet challenging to perform accurate and interpretable
time series forecasting. Traditional parametric model are easy-to-interpret, but
their predictive capabilities are limited. Deep architectures can boost the
forecasting accuracy, they sacrifice interpretability. It is relatively unexplored
to develop both accurate and interpretable methods for multivariate time
series forecasting.

Experiments
q Results on Forecasting
Ø The three datasets are representative (from difficult to easy) and dimension

from 13 to 321.

Ø Ablation study

n Series saliency module 
introduces a learnable mask M ∈
0,1 !×# and selectively 

combines the reference series 
images and original one:

n Series saliency can generate 
data that cover the unexplored 
input space while maintaining the 
important characteristics of the 
original series image. 

Methodology

q Existing work:
1. Interpretation methods for general neural networks [Ribeiro et al., 2016; Shrikumar et 

al., 2017; Lundberg & Lee 2017]:

Use gradient information to extract feature information for after the back- propagation

2. Transfer attention methods from the fields of  language or vision [Bahadanau et al., 
2014, Shih et al., 2019]:

Attention values are calculated via the relative importance of the different time steps. q Dual-path architecture
• Scale of input data often changes in

a non-periodic manner

q Training with Series Saliency:
min
!,#

ℓ$ 𝜙,𝑀 +𝜆$ℓ%(𝑀) + 𝜆&ℓ'(𝑀)

where 𝜆$ and 𝜆& are the coefficient.

q Training loss ℓ𝟏:

• ℓ 𝜙,𝑀 = 𝑓 ( .𝑋() − 𝑦(
& + 𝑓(𝑋() − 𝑦( &

• Generate the augmented series image and fully leverage the training set.

q Regularization term:
• ℓ% 𝑀 = 𝑀 &

• ℓ' 𝑀 = 𝑀𝑀) − 𝐼 *

q Interpretation with Series Saliency
min
!

− %𝒚∗ − 𝑦∗ +𝜆"ℓ#(𝑀) + 𝜆$ℓ%(𝑀)

• Fixed optimal parameters 𝜙∗ of the DNN
and AR models after training.

• The most salient feature region are found
by identifying the representative mask

• For AR part, the weights are easy-to-
interpret because of linearity.

q Motivation: Sensitivity over perturbation for DNNs in time domain

• When the amount of injected noise or blurring is small, the reference series 
image can be treated as data augmentation in time domain for deep models.

• If the perturbation is not set properly (e.g., too large), the blurring will 
introduce irregular roughness to cover the original series, making it difficult 
for DNNs to learn temporal patterns.

Mixup mechanism


