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1. PM3F: The first key step is a general probabilistic formulation 

of the standard max-margin matrix factorization (M3F), which is 

based on the maximum entropy discrimination (MED) principle.

2. iPM3F: We can then extend it to a nonparametric model, which 

in theory has an unbounded number of latent factors. To avoid 

over-fitting, we impose a sparsity-inducing Indian buffet process 

(IBP) prior on the latent coefficient matrix, selecting only an 

appropriate number of active factors.

3. iBPM3F: To make one step further towards a hierarchical

Bayesian-style model (HBM), we introduce

priors for hyper-parameters and perform fully-

Bayesian inference, where model parameters

and hyper-parameters are integrated out when

making prediction.

Abstract From M3F to iBPM3F
We present a probabilistic formulation of max-margin matrix factori-

zation and build accordingly a nonparametric Bayesian model which 

automatically resolves the unknown number of latent factors.

Our work demonstrates a successful example that integrates Bayesian 

nonparametrics and max-margin learning, which are conventionally two 

separate paradigms and enjoy complementary advantages.

We develop an efficient variational algorithm for posterior inference, 

and our extensive empirical studies on large-scale MovieLens 1M and

EachMovie data sets appear to justify the aforementioned dual advantages.

Method Outline

Learning and Inference
We perform variational inference under the truncated mean-field 

assumption (    the truncation level):

For iPM3F (iBPM3F likewise), we have (details in Appendix C & D)

• ,  and each     is solution to a linear SVM

• follows the same approximate update rule as developed by 

(Doshi-Velez, et al., AISTATS’09)

• , and each     can be easily updated 

via coordinate descent

• ,   and each     is solution to a linear SVM

We iterate through each component until convergence.

Note that the number of active factors a posteriori follows

Experimental Results
We test on MovieLens 1M and EachMovie data sets and compare with M3F, 

PMF and BPMF under NMAE error measure.

Conclusion
We endow M3F with a probabilistic background, which further enables the 

integration of nonparametric Bayesian techniques to automatically infer 

the dimensionality of the latent feature space and thus bypass explicit 

model complexity control. Our extensive experimental studies verify this 

benefit and demonstrate that our methods have competitive performance 

on real word collaborative filtering data sets as well.

Given a preference matrix for N users and  M items, which is only 

partially observed:                                                             , M3F

approximates it with     under a

trace norm regularizer and hinge

loss error measure (binary case):

Or equivalently (due to the 

variational form of trace norm):
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We focus on the stick-breaking

construction of IBP since it

enables efficient variational

inference.

For a training data set                                       and a discriminant 

function            , MED seeks to learn a distribution by solving

and predicts by                                  .

MED provides an elegant way to integrate discriminative max-

margin learning and Bayesian generative modeling. In fact, MED 

subsumes SVM as a special case.
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Problem:
Original formulation scales poorly;
Variational formulation requires an 
explicit selection of the dimensionality 
of the latent feature space.

To solve the problem, we first endow M3F with a probabilistic

background according to the principle of MED.

In the case of M3F, we define                                   and thus have:

To automatically infer the latent feature dimension, we place an 

IBP prior over   , resulting in a binary coefficient matrix with an 

unbounded number of columns (features).

• observed feature vector: entry indices 

• prediction rule: 

• subsumes M3F as a special case

• still suffers from explicit dimensionality selection problem 

without proper treatment

IBP prior

• distribution over equivalent classes of binary matrices with a 

finite number of rows and an unbounded number of columns

stick-breaking construction

• augment the representation with stick-breaking variables

• results in a descending sequence of 

• number of active factors 

MED

PM3F

M3F

IBP

We place an isotropic Gaussian prior over    and we have iPM3F:

where                                         with
iPM3F

We may further place a Gaussian-Wishart prior over    and its 

hyper-parameters   and    to build a HBM and perform fully 

Bayesian inference, hence the iBPM3F (omitted to save space). 

For ordinal ratings where                       , we introduce thresholds 

and

• predict by 

• rewrite loss as                                           , where 

• the loss is an upper bound of sum absolute error

• introduce user-specific thresholds 

• treat thresholds as random variables, hereby the full model

• place a Gaussian prior, guiding a set of large-margin thresholds

Performance of iPM3F on MovieLens 1M

Expected number of features per user a posteriori (3 a priori) Influence of the truncation level


